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Chapter 1 

General introduction 

Today the world population approaches 8 billion people and we face big challenges to slow down 
climate change and prevent biodiversity loss in the coming decades. Current technologies allow 
anyone to explore via satellite images the massive scale at which natural habitats have been 
replaced by agricultural land or urban areas. The degradation and fragmentation of nature is a 
major cause of biodiversity decline (Newbold et al., 2015). The protected and unprotected areas 
that are currently left are, however, not safe refuges for plants and animals, since natural areas 
worldwide are disturbed by the presence of recreational activities, human transportation and 
other anthropogenic activities (Frid and Dill, 2002; Shannon et al., 2016; Steven et al., 2011). 
Human disturbance can result in redistribution of wildlife (leading to underutilization of 
disturbed sites) or reduce fitness by impacting reproduction success or survival, thereby 
lowering carrying capacities of a given area (Steven et al., 2011). It is therefore important to 
regularly monitor and quantify the impacts of human disturbance on wildlife populations, as a 
basis to define effective measures and minimizing our impact on biodiversity.  
 
1.1 Population consequences of human disturbance 

Disturbance can alter the behaviour of animals which may ultimately impact their fitness. There 
are three main pathways through which disturbance can have a negative impact on animals. 
Firstly, because animals perceive risk from human stimuli, disturbance can trigger a fleeing 
response which is energetically costly (Frid and Dill, 2002). Fleeing responses have been 
documented and measured for many species and disturbance sources (Blumstein et al., 2005; 
Livezey et al., 2016; Stankowich, 2008; Stankowich and Blumstein, 2005). Commonly measured 
response characteristics that inform on the magnitude of the response include alert distance 
(Fernández-Juricic et al., 2001), flight initiation distance (Livezey et al., 2016), flight time (Collop 
et al., 2016) and flight distance (Mori et al., 2001). The energetic costs of flight responses to 
disturbance can be put in perspective by deriving the additional daily energy expenditure from 
measurements on flight time or flight distance, which is useful since it provides a measure of the 
additional energetic costs caused by disturbance relative to normal energy expenditure (Collop 
et al., 2016). Secondly, responding to disturbance limits the time that can be spent foraging 
(Houston et al., 2012). When animals are disturbed while they are foraging, they need to forage 
later at another time to compensate for these losses in order not to lose energy (Urfi et al., 1996). 
Thirdly, animals can avoid locations where disturbance sources are often present (Richard and 
Côté, 2016). Disturbed areas may thus be underutilized. This is problematic if insufficient 
alternative habitat is available, as this may lead to faster depletion of food and increased 
competitor densities in undisturbed areas (Gill et al., 2001; Rutten et al., 2010). 

It is important to quantify the impact of disturbance on a population and not only 
behavioural responses of animals to disturbance, since fitness costs cannot be directly derived 
from the magnitude of disturbance responses that are often observed in the field. For example, 
animals that have a good condition may respond more strongly to disturbance than animals in a 
poor condition (Beale and Monaghan, 2004a), meaning that the behavioural response is not 
necessarily an indication of fitness costs. Also, animals may move away further after a 
disturbance if there are sufficient alternative areas available elsewhere (Gill et al., 2001). Still, 
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measures on the direct response are useful for conservation measures (Rodgers and Schwikert, 
2002). For example, planning buffer zones based on measured flight initiation distances in areas 
to protect vulnerable species may prevent from any disturbance happening at all (Blumstein et 
al., 2003), meaning it is also unlikely that there are any fitness costs. However, in most situations 
at least some avoidance is unavoidable, and then preferably it is quantified whether disturbance 
may have an effect at population level, i.e. whether disturbance lower survival or reproduction.  

Additional energetic costs, loss of foraging time or limitations in the available foraging 
habitat may all contribute that animals cannot take in sufficient food to meet their energy 
requirements, leading to condition loss and ultimately starvation (Tablado and Jenni, 2017). The 
amount of disturbance an animal can deal with, however, highly depends on the ability of animals 
to compensate for additional costs of disturbance, and thus depends on individual characteristics, 
weather conditions and food availability. For example, if there is sufficient alternative habitat and 
the weather conditions are favourable, animals can likely cope with more disturbance than when 
suitable habitat is scarce and weather conditions harsh. In order to measure impacts of 
disturbance on populations, it is thus crucial to study both how disturbance alters the behaviour 
of animals and how competition, alternative habitats and weather conditions determine how 
easily animals can compensate for disturbance (Gill et al., 2001, 1996; West et al., 2002). Since it 
is often difficult to control for all these factors and quantify impacts of disturbance on survival in 
the field, a modelling approach is generally adopted to assess the potential impacts of disturbance 
at a population level (King et al., 2015; Stillman and Goss-Custard, 2010). 
 
1.2 Knowledge gaps and research outline 

Despite the large number of studies quantifying impacts of disturbance on animals, many aspects 
of the behavioural and population changes induced by disturbance are not known. This is partly 
because disturbance responses are shaped by many factors and depend on the species, 
disturbance source type, individual characteristics and environmental conditions (Blumstein et 
al., 2005; Stankowich, 2008). Also, since GPS tracking of animals has only emerged in the last 
decades, only now movement patterns and time budgets can be studied for an individual animal 
in detail (e.g. Martin et al., 2010). Additionally, tracking of human activities becomes more 
advanced and automatized, meaning there are now large datasets available on human presence, 
which is crucial to study how GPS tracked animals are affected by disturbance.  

This research focusses on how disturbance impacts animal behaviour and survival, 
using wintering oystercatchers in the Dutch Wadden Sea as a illustrative case study. This research 
specially focusses on aircraft: Aircraft are one of the disturbance sources with a potentially large 
impact, since they traverse vast areas and can fly over natural areas that are inaccessible by foot 
or car. Yet, disturbance responses have only been quantified for aircraft for relatively few areas 
and species because they cannot be easily studied in an experimental setting, in contrast to 
walker disturbance for which many estimates of disturbance responses are available (Livezey et 
al., 2016; McLeod et al., 2013).  

This research aims to quantify all aspects of disturbance (direct flight responses, 
foraging time budgets and avoidance) using a combination of field observations and automated 
tracking of both animals and disturbance sources. The main research question is: What are the 

impacts of (aircraft) disturbance on the behaviour and survival of wintering oystercatchers? 
In order to answer the main research question, four sub-questions were specified that 

address current knowledge gaps in disturbance research: 
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(1) How can the costs of disturbance be predicted at large spatiotemporal scales? Most 
disturbance studies focus on local impacts of disturbance. It is, however, impossible to 
quantify disturbance impacts for all species in all natural areas where disturbance 
occurs. It is therefore important to combine data on the presence of animals with data 
on the presence of disturbance source presence to quantify the potential impacts of 
disturbance at large spatiotemporal scales. The increase in automated tracking of 
aircraft, boats and walkers (Korpilo et al., 2017; Pickering et al., 2018) provide excellent 
opportunities for this.  So far, no studies have  attempted to extrapolate local estimates 
of disturbance costs over large areas, nor studied how the costs of different sources 
accumulate. 

(2) How does disturbance affect longer-term movement and space use? The presence of 
disturbance sources can alter space use of animals (Leblond et al., 2013) and thereby 
cause local population declines (Martín et al., 2015). Although it is well known that 
disturbed sites are often underutilized, it is not known how such longer-term changes 
in movement and space use arise from the immediate short-term effect of disturbance 
(e.g. fleeing responses). For example, it is often unclear how long it takes animals to 
return to disturbed sites when disturbance levels have reduced, and whether patterns 
of underutilization are caused by direct disturbances only or whether animals actively 
avoid sites with high levels of human disturbance. To study these and other longer-term 
consequences of disturbance, it is inevitable to follow individual animals over 
prolonged periods when disturbance occurs.  

(3) How does individual variation in foraging time budgets affect disturbance susceptibility? 
Many studies have quantified fleeing responses of animals towards disturbance, but few 
studies have quantified how time budgets and specifically foraging time is affected by 
disturbance. It is important to quantify foraging time loss during disturbance, causing 
additional energetic costs on top of fleeing responses. After disturbance, animals are 
expected to lengthen their foraging time to compensate for disturbance costs (Houston 
et al., 2012; Urfi et al., 1996). How foraging time is affected may vary among individuals, 
since individual animals differ largely in their personality, experience, foraging 
efficiency (Biro and Stamps, 2008) and how they cope with disturbance (Carrete and 
Tella, 2013). If the foraging time of some individuals is more affected than others, those 
individuals may be more prone to condition losses following disturbance. Previous 
studies have focussed on how escape responses varied among individuals, but no 
studies have quantified variation in foraging time loss among individuals. Studying time 
budgets requires following individual birds and quantifying their foraging time under 
varying conditions and disturbance levels. The development of lightweight GPS trackers 
that include accelerometers enable to analyse foraging behaviour in combination with 
habitat use of individual birds over prolonged periods of time (Shamoun-Baranes et al., 
2012), and can be used to study how time-budgets of individuals are affected by 
disturbance. 

(4) What are the impacts of disturbance on survival? Ultimately, not the disturbance 
responses itself, but whether or not they impact a population is of concern for 
conservation. Although there are numerous studies quantifying direct responses of 
animals towards disturbance, relatively few have quantified the impacts on populations 
(Sutherland, 2007). It is therefore crucial that more studies attempt to quantify how 
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disturbance impacts reproduction or survival, i.e. the demographic parameters 
determining population development.  

 
1.3 Study system: Wintering oystercatchers in the Dutch Wadden Sea 

This research focusses on quantifying disturbance impacts on wintering Eurasian oystercatchers 
(Haematopus ostralegus) in the Dutch Wadden Sea and is part of the CHIRP (Cumulative Human 
Impact on biRd Populations project) project. The overall goal of the CHIRP project is to quantify 
the cumulative impact of all potential human pressures on reproductive success and survival of 
oystercatchers in the Netherlands. Oystercatchers are long-lived and well-studied waders (Ens 
et al., 2014b; Goss-Custard, 1996; van de Pol et al., 2014) of which the majority of the population 
winters in intertidal areas such as the Wadden Sea (Allen et al., 2019; van de Pol et al., 2014). 
Oystercatchers forage mostly on intertidal flats on shellfish, where individuals show a high 
degree of variation in prey choice, foraging technique and foraging efficiency (Goss-Custard and 
Durell, 1987; Stillman et al., 2000a; Swennen et al., 1983). Although the species is common within 
its distribution range, population numbers have declined since the 1990s especially in the 
Wadden Sea area (van de Pol et al., 2014; van Roomen et al., 2012). This decline may be attributed 
to low breeding success in summer due to agricultural intensification and nest predation, and 
poor winter conditions due to disturbance or low food availability in their wintering areas (van 
de Pol et al., 2014). Disturbance may be especially relevant in winter, when environmental 
conditions are most harsh and when large numbers of birds are present in intertidal areas that 
are also used by numerous human activities. Within CHIRP, this research thus aims to quantify 
whether disturbance in winter affects mortality and contributes to the decline of oystercatchers. 

In many wintering areas, resting and foraging oystercatchers are not only frequently 
disturbed by birds of prey, but also by dogs, walkers, bikes, boats and airplanes. Observations on 
disturbance responses of oystercatchers outside the breeding season have mostly focussed on 
flight initiation distances, flight time and flight distance for walker disturbance (Collop, 2017; 
Collop et al., 2016; Fitzpatrick and Bouchez, 1998; Laursen et al., 2005; Quinn, 1997; Smit, 1986; 
Smit and Visser, 1993; Spaans et al., 1996; Stillman and Goss-Custard, 2002; Triplet et al., 1999; 
Urfi et al., 1996). Indirect costs of disturbance in oystercatchers include an altered foraging 
efficiency, and thus potentially longer feeding time, and altered space use during or after 
disturbed situations. Those effects of disturbance are especially complex in foraging areas, where 
disturbance may redistribute foraging birds, alter competitor densities and increase interference 
(Goss-Custard et al., 2006; Goss-Custard and Durell, 1987; Goss-Custard and Verboven, 1993; 
Rutten et al., 2010). Oystercatchers may compensate for a permanent reduction in available 
foraging time by increasing their intake rates (Swennen et al., 1989, but see Meire, 1996), but 
they probably only do so under extreme conditions as high intake rates might increase the risk 
of bill damage (Urfi et al., 1996). Urfi et al. (1996) found that oystercatchers did not increase 
intake rates after a single disturbance, but instead extended their feeding time. Overall, 
oystercatchers are thus an emerging study system for disturbance and also an ecological relevant 
species since disturbance may contribute to its decline. The impacts of aircraft disturbance on 
oystercatchers, however, are only addressed in a few studies (Smit and Visser, 1993) and it is also 
unknown how disturbance affects longer-term behaviour and foraging time. 

The main study area in this research is the island Vlieland in the Wadden Sea and the 
surrounding intertidal area. This area is highly suitable to study disturbance since the area 
harbours a large number of wintering oystercatchers, while at the same time disturbances by 
aircraft and other disturbance sources frequently occur. In fact, the presence of a military air 
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force training area on Vlieland and a small civil airport (for light aircraft) on the neighbouring 
island Texel makes the area highly suitable to study multiple types of aircraft. In this research 
oystercatchers were equipped on the island Vlieland with GPS trackers (Figure 1.1) that also 
record 3D acceleration from which both fine-scaled movement and behaviour can be derived 
(Bouten et al., 2013; Dokter et al., 2017; Ens et al., 2014a; Shamoun-Baranes et al., 2012). In total, 
20 locally breeding and 82 wintering oystercatchers were equipped with GPS trackers in between 
December 2016 and December 2018. The data collected by the GPS trackers were used to gain 
insight in space use and movements of oystercatchers following disturbance source presence, 
and to monitor foraging time budgets. The collection of GPS tracker data was complemented with 
field observations on disturbance on high tide roost sites. The final analysis in this research uses 
a modelling approach to quantify disturbance impacts on survival, and will adapt on two models 
that currently exist to simulate oystercatcher winter populations. WEBTICS (Wader Energy 
Balance and Tidal Cycle Simulator) calculates the energy requirements of oystercatchers and 
simulates food uptake on exposed mudflats, and was applied to Dutch estuaries to evaluate the 
effects of fishery, rising sea levels and soil subsidence on the carrying capacity of oystercatchers 
(Rappoldt et al., 2006, 2004; Rappoldt and Ens, 2011). Secondly, Morph is an individual based 
model that includes individual variation in age, feeding technique, feeding efficiency and 
dominance, and predicts oystercatcher condition and survival (Stillman, 2008; Stillman et al., 
2000b; Stillman and Goss-Custard, 2010). Morph has been applied to wintering oystercatchers at 
several sites to investigate the effects of fishery and disturbance (Caldow et al., 2004; Collop, 
2017; Goss-Custard et al., 2006; Stillman et al., 2003, 2000b; West et al., 2002; West and Caldow, 
2006). Both models have, however, not quantified the impact of disturbance in the Wadden Sea 
area or the impact of aircraft disturbance in general. 
 
1.4 Thesis overview 

This thesis consists of four parts that are linked to the four sub-questions. The first part aims to 
quantify energetic costs of disturbance at a large spatiotemporal scale. Energetic costs were 
derived from GPS data for oystercatchers in Chapter 2 and from field observations for four 
shorebird species in Chapter 3. In Chapter 2, distance-response relationships of disturbance are 
used to quantify the costs of aircraft disturbance at a large spatiotemporal scale. In Chapter 4, 
field observations at multiple locations are combined to quantify the relationship between 
shorebird tolerance and aircraft overflight frequency. It is shown in this chapter that it is 
important to correct for such frequency-dependent tolerance when quantifying disturbance costs 
at a large spatiotemporal scale. 

The second part focusses on the longer-term impacts of disturbance. In Chapter 5, the 
longer-term underutilization (and underlying behavioural mechanisms) of the military training 
area after military exercises is quantified. Chapter 6 studies how the total displacement distance 
during a whole high tide period is affected by the immediate (short-term) flights due to single 
disturbances. Chapter 7 provides an example of how tourism likely causes oystercatchers to 
avoid a disturbed roost site in summer. 

The third part uses GPS tracking to show how individual variation in foraging time affects 

how disturbance impacts populations. Chapter 8 quantifies the individual variation in foraging 
time and choice of feeding habitat linked to different feeding specialisations. In Chapter 9, a novel 
theory on how individual variation in foraging time determines the vulnerability of populations 
to disturbance is explained and illustrated using aircraft disturbances in oystercatchers.  
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The last part of the thesis quantifies the impacts of disturbance on survival.  In Chapter 

10, the behavioural responses quantified throughout this research are integrated in an individual 
based model to estimate whether aircraft disturbance and general levels of disturbance cause 
additional mortality. Chapter 11 synthesizes the major findings of this work and outlines 
perspectives for future research.  
 

 
Figure 1.1 An important part of this research uses data from GPS trackers mounted on oystercatchers on the 
island Vlieland. (a) Roosting oystercatchers on the military air force training area on ‘Vliehors’ on Vlieland. 
The black-yellow blocked tower is the air traffic control tower of the Royal Netherlands Air Force. (b) Mistnets 
used to catch oystercatchers at night near one of the targets used by jet fighters. (c) Oystercatcher with GPS 
tracker and colour-rings. (d) Installation of a relay station used to retrieve data from the GPS trackers. All 
pictures by Henk-Jan van der Kolk. 
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Chapter 2 

Spatiotemporal variation in disturbance impacts derived 

from simultaneous tracking of aircraft and shorebirds 

Henk-Jan van der Kolk, Andrew M. Allen, Bruno J. Ens, Kees Oosterbeek, Eelke Jongejans & 
Martijn van de Pol 
 

2020, Journal of Applied Ecology 57: 2406-2418 

 
Abstract 

Assessing the impacts of disturbance over large areas and long time periods is crucial for nature 
management, but also challenging since impacts depend on both wildlife responses to 
disturbance and on the spatiotemporal distribution of disturbance sources. Combined tracking 
of animals and disturbance sources enables quantification of wildlife responses as a function of 
the distance to a disturbance source. We provide a framework to derive such distance–response 
curves and combine those with disturbance source presence data to quantify energetic costs of 
disturbance at a landscape scale. We tracked 90 Eurasian Oystercatchers Haematopus ostralegus 
and all aircraft in a military training area in the Dutch Wadden Sea. We quantified distance–
response curves estimating flight probability and additional displacement for five types of 
aircraft activities, by comparing bird movement prior to aircraft presence with movement during 
aircraft presence. We then used the distance–response curves to map mean and variation in 
additional daily energy expenditure due to cumulative aircraft disturbance across the landscape 
for a 700-day period. Flight probability and displacement responses differed strongly among 
aircraft activities and decreased from transport aeroplanes, through bombing jets, helicopters, 
jets to small civil aeroplanes. Since the most disturbing aircraft activities were also the rarest 
ones, mean additional daily energy expenditure did not exceed 0.25%. However, days with 
substantial (>1%) additional expenditure occurred between 0.1% and 3.7% of all days across 
high-tide roosts in the tidal basin. Notably, expenditure particularly spiked on days with 
transport aeroplane activity (up to 8.5%). 
Synthesis and applications. We quantified cumulative energetic flight costs due to aircraft 
disturbance and found that these were low and unlikely to impact survival of oystercatchers in 
our study area. Our results provide evidence that the legal minimum flight height of 450 m for 
small civil aeroplanes effectively limits the disturbance of oystercatchers. Mitigation should focus 
on limiting the number of days when disturbance has a high impact by reducing rare but highly 
disturbing activities, especially transport aeroplanes. Our approach can be applied to other 
species and disturbance sources that are automatically tracked, for example boats and walkers, 
ultimately to quantify the entire anthropogenic disturbance landscape. 
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2.1 Introduction 

Human–nature interactions have increased dramatically in recent decades due to various factors 
such as the growth in human population and outdoor recreation (Balmford et al., 2009). Human–
nature interactions cause wildlife to exhibit anti-predator responses like flight (Frid and Dill, 
2002) and altered behavioural rhythms (Gaynor et al., 2018). Consequently, disturbance affects 
energy expenditure and foraging efficiency (Beale, 2007; Speakman et al., 1991), which in turn 
can lower survival and reproduction (Beale and Monaghan, 2004b). Since many natural areas are 
accessible by humans for both recreational and commercial purposes, disturbance is an 
important consideration for nature management. Ultimately, effective conservation actions 
require an understanding of which areas and time periods experience disturbance levels above 
thresholds that lead to reduced survival propensity and reproductive success (Goss-Custard et 
al., 2006; West et al., 2002). However, quantifying disturbance impacts in large areas and over 
longer time periods is challenging, because impacts depend on both the spatiotemporal 
distribution of disturbance sources and on the responses of wildlife to disturbance (Sastre et al., 
2009; Tablado and Jenni, 2017). 

Wildlife responses to disturbance are often quantified in the field by estimating 
characteristics of the flight response, such as flight initiation distance, flight time and flight 
distance (Collop et al., 2016; Livezey et al., 2016; Stankowich, 2008). Without simultaneously 
quantifying disturbance frequencies, however, such response measures provide in itself little 
information about the potential fitness impacts of disturbance. In addition, measured response 
characteristics cannot be easily used to derive general disturbance impacts, since they are often 
measured in specific situations in which focal animals are experimentally approached in a 
straight line. For example, flight initiation distances and the magnitude of an animal's response 
depend on the distance at which a disturbance source passes by (Fernández-Juricic et al., 2005; 
Frid, 2003). Distance–response relationships describe the flight probability and the flight costs 
of an animal as a function of the minimal distance at which a disturbance source passes by, and 
would be suitable for assessing such disturbance impacts. However, they have only been 
quantified for a limited number of species and disturbance sources, including for disturbance of 
geese and Dall's sheep by aircraft (Frid, 2003; Marcella et al., 2017; Preisler et al., 2006; Ward et 
al., 1999). 

Biologging is increasingly applied to study how disturbance influences movement 
(Preisler et al., 2006), home ranges (Leblond et al., 2013; Perona et al., 2019), habitat use 
(Marchand et al., 2014) and longer term behaviours (Brambilla and Brivio, 2018; Linssen et al., 
2019). A novel development in this field is to directly link animal movements with the trajectories 
of potential disturbance sources (McKenna et al., 2015). Distance–response relationships can be 
derived from combined tracking of wildlife and disturbance source movements by identifying 
whether an animal responds (e.g. a sudden movement) and how strongly it responds (e.g. how 
far it moves) in relation to the distance to the disturbance source. Combined with data on 
disturbance source presence this enables predictions of disturbance impacts over large areas, but 
so far no studies have adopted such an approach. 

We aimed to quantify distance–response relationships of Eurasian oystercatcher 
Haematopus ostralegus for aircraft overflights and subsequently to estimate how disturbance 
impacts varied in space and time. Aircrafts have the potential to cause large ecological impacts 
given that they traverse large areas, have access to remote natural areas and produce high noise 
levels (Delaney et al., 1999). The oystercatcher population has declined strongly in the last few 
decades and disturbance is among the many threats listed for the species (van de Pol et al., 2014). 
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Our study was conducted in the Wadden Sea World Heritage nature area, in a part with high levels 
of aircraft activity due to the presence of both military air force training and frequent overflights 
of small civil aeroplanes. 

The impact of aircraft disturbance on birds varies depending on the type of aircraft 
(Smit and Visser, 1993; van der Kolk et al., 2020c). We therefore related movement tracks of 
oystercatchers to the activities of both civilian and various military aircraft and quantified flight 
responses due to disturbance in relation to the minimum distance between an aircraft and bird. 
We subsequently quantified potential disturbance impacts throughout the study area by 
calculating additional daily energy expenditure (DEE) of flights caused by aircraft disturbance, a 
measure relating the costs of disturbance relative to an animal's normal energetic budget 
(Riddington, Hassall, Lane, Turner, & Walters, 1996). Critical thresholds of disturbance at which 
winter mortality would increase have previously been estimated at 0.7% and 5.4% additional 
DEE for oystercatchers in harsh and mild winters respectively (Goss-Custard et al., 2006; see also 
Section 4). We illustrate how distance–response relationships can be extrapolated across a large 
(>300 km2) area to understand how the disturbance impacts of different aircraft activities on 
DEE vary in space and time, knowledge that is vital for predicting and minimizing the effects of 
anthropogenic disturbance. 

 
2.2 Methods 

Study system 

Oystercatchers are medium-sized (~0.5–0.6 kg) long-lived shorebirds with high site fidelity that 
spend the winter in coastal areas, feeding on shellfish. Approximately 100,000 oystercatchers 
winter in the Dutch part of the Wadden Sea. Our study covered a 700-day period (1 May 2017 to 
31 March 2019) and focussed on the barrier island Vlieland. Aircraft are common on Vlieland 
because the western half of the island (‘Vliehors’) is a military air force training area (4.92°E, 
53.24°N) and an airport for small civil aeroplanes is present on the neighbouring island Texel 
(4.83°E, 53.115°N; Figure 2.1). The area is remote with few other anthropogenic disturbance 
sources (van der Kolk et al., 2020c). 

We distinguished four types of aircraft and two activities of jet fighters, described in 
Appendix S1 in the online supplementary material, resulting in five levels of what we hereon refer 
to as ‘aircraft activity’: (a) small civil aeroplanes (Figure 2.1c), (b) jets, (c) bombing jets, (d) 
helicopters (Figure 2.1d) and (e) transport aeroplanes. Small civil aeroplane overflights and 
exercises with jets were common, whereas bombing jets and transport aeroplanes occurred 
rarely (Figure 2.2). 
 
Data collection 

Oystercatcher GPS data 

Twenty locally breeding (May–July 2017) and 82 wintering oystercatchers (20 in December 
2016–January 2017, 42 in December 2017, 20 in December 2018) were caught on Vliehors and 
equipped with UvA-BiTS 13.5 g GPS trackers (Bouten et al., 2013). The trackers took GPS fixes 
with 16-s intervals for maximum 2 hr per day when the battery was fully charged, that is, in 
summer. Otherwise, the trackers took GPS fixes with 288 s intervals as long as the battery was 
sufficiently charged (see Appendix S2 and van der Kolk et al. (2020b) for more details). The final 
GPS dataset comprised 2,820,459 GPS fixes of 90 individuals (14,211 individual-days) inside the 
study area (Figure 2.1b). 
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Figure 2.1 (a) Overview of the western Wadden Sea islands of Texel, Vlieland and Griend. Black rectangle is 
the study area shown in (b)–(d). (b) Locations of GPS-tagged oystercatchers during daytime (green) and 
night-time (blue). (c) Tracks of small civil aeroplanes over the study area on Saturday 1 September 2018. (d) 
Targets and flight routes of helicopters and jets. H: helicopter gun shooting target, B: jet target for explosive 
bombs, D: jet target for dummy bombs, G: jet target for gun shooting. Red flight paths show standard routes 
of jets when they approach the target and fly at their lowest altitude. 

 
Aircraft data 

The Royal Netherlands Air Force provided start and end times for all military aircraft exercises 
on Vliehors. Exact timings of when jets approached targets and whether they were dropping 
explosive bombs were also recorded, but for helicopters these data were unavailable. In contrast 
to the highly standardized flight paths of jets, helicopter movements were less standardized. 
Consequently, our results are less accurate for helicopters than for the other aircraft activities. 
High-accuracy GPS locations and altitudes with 4-s intervals of small civil aeroplanes and military 
transport aeroplanes were provided for the vicinity of the Vliehors for the whole study period, 
and for small civil aeroplanes in the entire Dutch Wadden Sea area for July–September 2018 
[source Flight Track and Aircraft Noise Monitoring System (FANAMOS) from the Netherlands 
Aerospace Centre (NLR)]. 
 
Environmental data 

Tidal water height data with 10-min intervals were obtained for Vlieland harbour 
(Rijkswaterstaat, www.waterinfo.rws.nl). These data were used to determine whether small civil 
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aeroplanes flew over during low or high tide using a threshold water level of −10 cm Amsterdam 
Ordnance Datum (NAP), below which intertidal flats become exposed. 
 
 

 
Figure 2.2 Occurrence of each aircraft activity in the study area (a) during the study period, (b) per month, 
(c) per weekday and (d) per hour of the day, calculated from 1 May 2017 to 31 March 2019. Due to their rare 
occurrence, bombing jets and transport aeroplanes are not depicted in (b)–(d). Note the different scales on 
the y-axis for military aircraft (left axis, hr/day or hr/hr) and civil aeroplanes (right axis, n/day or n/hr). For 
small civil aeroplanes, presence is defined as the number of aircraft flights within a 6-km radius of the 
helicopter target (Figure 2.1d). 

 
Oystercatcher–aircraft interactions 

We combined oystercatcher GPS data with aircraft data to obtain timings of interactions and 
minimum horizontal distances between aircraft and birds. Given the differences in aircraft 
behaviour and available data, methods differed slightly among the five aircraft activities. 

1. Small civil aeroplanes. We determined the exact time when the aeroplane was closest to 
the bird, and used this aeroplane position to calculate the distance to the bird, aeroplane 
height and path tortuosity over the previous minute (mean 4-s turning angle). 

2. Jets. A bird–jet interaction could occur at three moments during military training: (a) 
when jets entered the study area (flying at low altitude in northward direction at 
53.2276°N, 4.932°E), (b) when jets first approached the dummy bombs target (Figure 
2.1d) or (c) when jets first approached the gun shooting target (Figure 2.1d). In the field, 
we observed that disturbance of oystercatchers mostly occurred upon first approach of 
the targets (van der Kolk et al., 2019). 

3. Bombing jets. We selected all timings of explosive bombs dropped from jets and used 
the explosive bombing target as the disturbance location for this event (Figure 2.1d). 

4. Helicopters. We selected all start times of helicopter exercises and used the most 
frequently used helicopter target as location for this event (Figure 2.1d). Since the actual 
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flight paths of helicopters were not available and actual disturbance may occur 1–2 km 
away from this point, the estimated distance–response curves may underestimate 
responses when helicopters fly near oystercatchers, but overestimate the distance at 
which disturbance is initiated by a single helicopter overflight. 

5. Transport aeroplanes. Most transport aeroplanes caused disturbance from large 
distances. Therefore, for every transport aeroplane we selected the timestamp at which 
a disturbance was initiated. This occurred when mass responses (i.e. flight initiation, 
see Video S1 in online supplementary material) were detected in the study area. Based 
on the aircraft track, we calculated the minimum distance between transport 
aeroplanes and each bird using the bird's last control position before disturbance was 
initiated. 

 
 

 
Figure 2.3 (a) General outline of study design: From raw tracking data of animal and disturbance sources to 
disturbance landscape maps. (b) Data sampling schemes comparing displacement during aircraft presence 
with control displacement before aircraft presence. Aircraft icons indicate for which aircraft types each 
measurement was used (see main text for details). Black lines in the disturbed measurements indicate when 
an aircraft was closest to the bird. (c) Potential responses of birds to aircraft depicted with hypothetical GPS 
data with 16-s and 10-m intervals: (a) no response to aircraft overflight, (b) flight response to aircraft 
overflight where bird returns to same location, (c) flight response to aircraft overflight where bird displaces 
to another location. 
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Control and disturbed displacement 

To quantify the effects of aircraft disturbance, oystercatcher displacement during aircraft 
presence (‘disturbed displacement’) was compared with pre-disturbance displacement (‘control 
displacement’) directly preceding the disturbance bout (Figure 2.3b). This paired sampling 
design ensured that other factors that can influence movement, such as season, weather, tide and 
time of the day, were similar between control and disturbed displacement and thus did not need 
to be accounted for in statistical models. 

The control and disturbed displacements were compared using three different 
measurement durations: 96 s (six 16-s GPS intervals), 10 min (one 10-min GPS interval) and 1 hr 
(six 10-min GPS intervals; Figure 2.3b). The 96-s and 10-min measurements were chosen because 
they were expected to be long enough to capture typical flight responses, that normally last for 
less than a minute (van der Kolk et al., 2020c), but also to be as short as possible to minimize the 
chance that movements were caused by factors other than disturbance. Specifically, we expected 
that the 96-s measurements would detect small disturbances when birds were briefly in flight, 
and at times may return to the same location (Figure 2.3c). We furthermore expected the 10-min 
and 1-hr measurements to detect disturbances in which birds did not return to the same location 
(Figure 2.3c). The 1-hr measurements were included to accurately measure displacement 
responses to rare large disturbances (i.e. transport aeroplanes), that were not fully captured by 
the 10-min measurements. In all measurements, a time buffer between the end of the control 
measurement and aircraft presence was included to ensure that birds did not respond to aircraft 
presence during the control measurements (Figure 2.3b; Appendix S3). 

The aircraft data did not allow response measurements for all aircraft activities on all 
temporal scales. Ninety-six-second measurements were only possible for small civil aeroplanes, 
as other aircraft activities were too infrequent and high-frequency bird GPS data were limited. 
All aircraft activities were included for the 10-min measurements except for helicopter exercises 
because only start time and end time of helicopter exercises were available, while disturbance 
often occurred when helicopters approached and fired on targets (field observations). As these 
moments were not exactly known, only 1-hr measurements were calculated for helicopters. We 
did not calculate 1-hr displacement of oystercatchers in response to civil aeroplanes, as the 
effects of civil aeroplanes were small (see Results) and overflights were frequent, such that 
control measurements without civil aeroplane presence could not be acquired for 73% of the 1-
hr measurements (see Table S1 in online supplementary material for sample sizes of final 
datasets). 

In the analysis, data from all seasons were pooled for two reasons. First, most (~70%) 
oystercatcher–aircraft interactions were obtained between July and October (Figure 4.2). Most 
oystercatchers returned from their breeding grounds in July, and the solar-powered GPS trackers 
generally remained fully charged until autumn. The GPS trackers collected little data in 
November–February when there was insufficient sunlight to charge the battery. After February 
most birds were at their breeding grounds and not in the study area. Second, the most disturbing 
activities (transport aeroplanes and bombing activities) were rare and these limited datasets 
could not be further divided into different categories. Consequently, the results generally apply 
to oystercatchers in the non-breeding season in autumn. Although shorebird responses to 
disturbance can vary throughout the year (Stillman and Goss-Custard, 2002), such variation may 
be relatively small in comparison to variation in responses to different aircraft activities. 
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Analysis 

Definitions for flight probability and additional displacement 

Two response variables were derived from the paired control and disturbed displacement 
measurements. First, a binary variable described whether the control or the disturbed 
displacement was highest. From this variable, we modelled flight probability, that is, the 
probability that aircraft presence caused birds to displace further during disturbed bouts. Under 
a scenario of no disturbance responses, we expected a probability of 0.5 by chance that disturbed 
displacement was higher than control displacement and we used this as a null model before 
calculating the actual flight probability. Second, we calculated the displacement difference in 
metres (m) between control and disturbed measurements. We used the displacement difference 
to quantify the effects of aircraft presence on additional displacement. 
 
Distance–response relationships 

We modelled both flight probability and additional displacement using logistic regression to 
generate distance–response curves in a biologically relevant way, that is the response curves 
would approach (but not drop below) zero when birds were at large distances from aircraft. 
Equation 2.1 shows the general form of the logistic function in which the minimum y-axis 
asymptote (ymin) and maximum y-axis asymptote (ymax) are specified. To derive flight probability, 
the probability that disturbed displacement was larger than the control displacement 
(Pdisturbed > control) was modelled using Equation 2.2, which is derived from Equation 2.1 by setting 
the minimum asymptote (ymin) at 0.5 and the maximum asymptote (ymax) at 1. The minimum 
asymptote was set at 0.5 as this was the expected probability that displacement was larger in the 
disturbed measurement if no response to disturbance occurred (null model). It is important to 
note that this function is now very similar to a conventional binomial regression model, 
where ymin, however, would be set at 0. After estimating Pdisturbed > control from our data, the actual 
flight probability (Pflight) due to disturbance was derived from Pdisturbed > control (Equation 2.3). 
Consequently, the lower asymptote of 0.5 in Equation 2.2 translated into a flight probability of 0 
in Equation 2.3. 
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The logistic function was also used to estimate the distance–response curves for additional 

displacement. For this purpose, the minimum asymptote (ymin) was set to 0 and the maximum 
asymptote (ymax) was estimated for each model separately (Equation 2.4). β0 Varied per aircraft 
activity, as the shape of the response curve differed among aircraft activities. For each aircraft 
activity, we fitted models ranging β0 between −5 and 5 and selected the model with the minimum 
residual sum of squares. Using this approach, β0 was set on −5 for small civil aeroplanes, bombing 
jet fighters and transport aeroplanes and on 5 for jet fighters and helicopters. For the 10-min 
measurement of bombing jet fighters we manually changed β0 to 1.5: In contrast to 
oystercatchers at 2 to 4 km distance, oystercatchers at 1 to 2 km distance surprisingly responded 
less strong to disturbance. This would have forced an unrealistic steep slope in the distance–
response curve of bombing jets (see Figure 2.4c). See Figure S2 how β0 affects the shape of the 
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distance–response curves. It is important to note that the additional displacement reflects the 
average of events with (additional displacement > 0) and without (additional displacement ≈ 0) 
actual disturbance and consequently is determined by both how often a bird is actually disturbed 
(flight probability) and the displacement responses upon actual disturbances. 
 

1223435678 239:87;<=<64 (=) =  ����

��(�����∗�����∗��… )   Equation 2.4 

 
Separate models were constructed for combinations of response variable, aircraft activity and 
temporal scale at which data were available (total of 18 models). In all models, the main predictor 
of a disturbance effect was the distance to the aircraft. For small civil aeroplanes 10-min 
measurements, the large sample size (n = 18,193) allowed inclusion of aircraft height, tortuosity 
(tortuous or non-tortuous flight; threshold at 20° per 4 s, see Figure S3) and tide (high or low 
tide) as additional predictor variables. Small civil aeroplanes' height was scaled prior to analysis 
by subtracting the minimum flight height detected in our dataset (69 m) from all values. In the 
final models used to quantify spatiotemporal disturbance impacts (see Section 2.3.3), distance 
and height were always retained even though they were sometimes not significant because 
effects were small or sample sizes low. Leaving out distance or height, however, would result in 
unrealistic models that would predict a similar disturbance effect over an infinite range of 
distances at which aircraft pass by oystercatchers. For small civil aeroplanes, we did not retain 
tortuosity and tide in the final model. 

All parameters, standard errors and p values were estimated using nonlinear least 
squares analysis with the nls function in R (R Core Team, 2019). Confidence intervals were 
computed using the predictNLS function from the Propogate packge in R. 
 
Spatiotemporal disturbance impacts 

We used distance–response curves for additional displacement and aircraft presence data to 
predict how disturbance costs varied spatiotemporally and to construct cumulative aircraft 
disturbance maps for our study area. For every grid cell (500 × 500 m), additional displacement 
(m) due to disturbance was calculated per day (1 May 2017–31 March 2019; n = 700 days) for 
every aircraft activity. We used the 10-min distance–response curve for civil, jet and bombing 
disturbance and the 1-hr distance–response curve for helicopter and transport aeroplane 
disturbance, since disturbance responses to transport aeroplanes extended beyond 10 min. We 
converted additional displacement to % DEE using the following parameters: Displacement 
speed during disturbance 8.3 m/s (Figure S4), flight costs 36 J/s (Pennycuick, 2008) and DEE 
700 kJ (Zwarts et al., 1996). A DEE of 700 kJ is representative for a bird with a weight of 550 g, 
which is the mean body weight of oystercatchers in autumn. Energy expenditure is often higher 
in winter (~860 kJ), when it is colder and when oystercatchers store more fat. Consequently, 
700 kJ per day is a precautionary estimate, since higher DEE values result in lower estimates of 
additional energy expenditure caused by disturbance. Maps were constructed for mean daily 
disturbance levels for each aircraft activity separately and all aircraft activities combined. To 
quantify how disturbance impacts varied over time, predicted additional DEE for all days during 
the study period was compared among the seven main high-tide roosts in the study area. 

Finally, to illustrate how distance–response curves can be extrapolated to predict 
disturbance impacts over a larger area, small civil aeroplane data for July–September 2018 were 
used to construct a disturbance impact map for the entire Dutch Wadden Sea. We identified which 
high-tide roosts experienced the highest mean disturbance impacts by small civil aeroplanes. 
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Oystercatcher high-tide roost counts for July–September 2014–2018 were provided by the Dutch 
Centre for Field Ornithology and were per roost expressed as the percentage of the total 
population (~100,000 individuals). 

 
2.3 Results 

 
Figure 2.4 Distance–response relationships of aircraft disturbance: Oystercatcher flight probability (a: 10-
min measurements, b: 1-hr measurements) and additional displacement (c: 10-min measurements, d: 1-hr 
measurements) in response to different aircraft types. Note that the effect of civil aeroplanes in (c) is small, 
and that the line is therefore not visible in the plot showing all aircraft types. Data are binned for graphical 
purposes only. 

 

Distance–response relationships 

The flight probability of oystercatchers was lowest for small civil aeroplanes and increased via 
jets, helicopters and bombing jets to being highest for transport aeroplanes (Figure 2.4a,b; 
Table S2; Video S1). For example, the distance from the aircraft at which flight probability was 
5% was 0.26, 2.5, 2.9, 5.0 and >10 km for small civil aeroplanes, jets, helicopters, bombing jets 
and transport aeroplanes respectively (Figure 2.4a, for helicopters Figure 2.4b). The results were 
very similar between the 10-min and 1-hr measurements (Figure 2.4a,b). 

The effects of aircraft on additional displacement were similar to the flight probability 
curves, but differences between aircraft activities were even more pronounced (Figure 2.4c,d). 
Based on the 10-min measurements, a directly overhead flight of an aircraft would result in 0.058, 
0.049, 0.616 and 3.4 km additional displacement for small civil aeroplanes, jets, bombing jets and 
transport aeroplanes respectively (Figure 2.4c). Following disturbance by transport aeroplanes, 
oystercatchers often flew to other islands. Consequently, additional displacement was large in 
the hour following disturbance and up to 12.1 km when transport aeroplanes flew directly 
overhead focal birds (Figure 2.4d). 

Small civil aeroplanes were the most frequent disturbance source, but evoked generally 
little response (Figures 2.4 and 2.5). The distance–response curves for small civil aeroplanes 
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were slightly higher using the 96-s measurements in comparison to the 10-min measurements, 
but due to a smaller dataset the 96-s curves were also less precise (Figure S5; Table S2). Using 
the 10-min measurements, we quantified that the height of small civil aeroplanes affected flight 
probability and additional displacement similarly as the horizontal distance of the aircraft to the 
bird (Figure 2.5). Tide (low or high tide) and aircraft tortuosity (tortuous or non-tortuous flight) 
did not significantly affect the flight probability or additional displacement of birds following 
small civil aeroplane overflights (Table S2). When small civil aeroplanes flew directly overhead 
an oystercatcher (distance = 0), at a height of 450 m (by law the minimum flight height in the 
Wadden Sea area) the estimated flight probability was 14% and resulted in 73 m additional 
displacement. 
 

 
Figure 2.5 Combined effects of height and distance of small civil aeroplanes on oystercatcher flight 
probability (a) and additional displacement (b). Data points are plotted as grey dots. 

 
Spatiotemporal disturbance impacts 

We constructed disturbance maps for our study area to estimate spatiotemporal variation in 
disturbance impact over a 700-day period expressed in % additional DEE (Figure 2.6). The mean 
additional DEE due to cumulative aircraft disturbance was higher towards the centre of the 
military air force training area and maximally 0.25% (Figure 2.6a). For small civil aeroplanes 
throughout the entire Dutch Wadden Sea, highest disturbance frequencies were predicted to 
occur at flight routes to and from the airports on the islands of Texel and Ameland (Figure 2.6g). 
Impacts of small civil aeroplane disturbance were below 0.01% DEE for 48% (35 of 73) of high-
tide roosts and above 0.1% for 10% (7 of 73) of the roosts (Figure 2.6g), during the months of the 
year when small civil aeroplanes were most abundant (July–September 2018). 

Although average disturbance impacts were low, they varied strongly over time. 
Additional DEE due to total aircraft disturbance was estimated to be very low (below 0.1%) on 
56%–99% of the days (390–691 out of 700) across the seven high-tide roosts in the study area 
(Figure 2.7). On days with multiple helicopters or bombing jets and, especially, on days with 
transport aeroplanes, DEE spiked and maximally reached 8.5% (Figure S6). Across the seven 
high-tide roosts, on 0.1%–3.7% of the days (1–26 out of 700), DEE increased by at least 1% due 
to aircraft disturbance (Figure 2.7). 
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Figure 2.6 Spatial differences in aircraft disturbance costs for oystercatchers, expressed as the average 
percentage of additional daily energy expenditure (% DEE). (a–f) Disturbance landscape maps for total 
aircraft activity and all aircraft activities separately in the study area from 1 May 2017 to 31 March 2019. (g) 
Disturbance landscape map of the entire Dutch Wadden Sea for July–September 2018 for small civil 
aeroplanes showing predicted disturbance costs and high-tide roost locations of oystercatchers as percentage 
of the total population size of approximately 100,000 (inset: Frequency distribution of high-tide roosts with 
respect to average disturbance cost). Coordinates are in the Dutch RD coordinates system (one unit is 1 km). 
Note that (a) and (g) have different colour scales than (b)–(f). (a) Numbers 1–7 show the locations of high-
tide roosts displayed in Figure 2.7. 
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Figure 2.7 Daily variation in disturbance 
impacts within seven high-tide roosts in the 
main study area (numbers refer to locations 
in Figure 2.6a). Shown is the distribution of 
additional daily energy expenditure (DEE) 
for all days for the whole study period (1 
May 2017 to 31 March 2019; n = 700 days). 
Note the transformed x-axis (0.1% intervals 
between 0% and 2%, 0.25% intervals 
between 2% and 5%, 1% intervals between 
5% and 10%) and log-transformed y-axis. 
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2.4 Discussion 

We simultaneously tracked oystercatchers and collected five types of aircraft activity data to 
estimate distance–response curves of flight probability and additional displacement. The 
distance–response curves differed largely among aircraft activities: Flight probability upon 
directly overhead flights ranged from 15% for small civil aeroplanes to about 80% for bombing 
jets and transport aeroplanes. Transport aeroplanes could disturb oystercatchers at distances of 
10 km. We combined the distance–response curves with the spatiotemporal distribution of 
disturbance sources, and estimated that additional energetic costs of aircraft disturbance were 
on average quite low: not exceeding 0.25% DEE at the most disturbed locations. However, 
additional energetic costs could occasionally be high on single days (maximally 8.5%) when 
transport aeroplanes were present. 
 
Spatiotemporal disturbance impacts 

Additional energetic costs of oystercatcher flight responses to aircraft disturbance were 
generally quite low in our study area. In comparison, existing model studies for wintering 
oystercatchers, although applied on the Baie de Somme in France, suggest that these costs are far 
below disturbance thresholds at which mortality increases (Goss-Custard et al., 2006). 
Oystercatcher winter mortality was predicted to increase when disturbance costs exceeded 
0.29%–1.14% DEE in winters with bad weather and low food availability or 2.1%–8.6% in 
winters with good conditions (0.2 and 1.5 disturbances of 1–4 kJ per hour daylight, respectively, 
and assuming 10 hr daylight per day; Goss-Custard et al., 2006). Aircraft disturbance costs were 
on average low because birds rarely reacted to common aircraft activities: small civil aeroplanes 
and jets. However, daily costs spiked at 8.5% (59.7 kJ) on days when low-flying transport 
aeroplanes were present or on days where impacts of different sources (e.g. bombings and 
helicopters) accumulated. Model studies have mainly included disturbance costs as a constant 
daily factor over longer time periods (Goss-Custard et al., 2006; West et al., 2002), and the effect 
of rare, but higher-impact, disturbance events needs better assessment in future scenario 
analyses. 

Under normal conditions, it is unlikely that aircraft disturbance affects oystercatcher 
survival by increased energetic costs due to flight responses. However, disturbance can also 
negatively impact wildlife in other ways, for example through increasing stress levels (Blickley et 
al., 2012), limiting foraging time (Klett-Mingo et al., 2016) and reducing foraging efficiency 
(Coleman et al., 2003). It is important that all these effects are assessed when inferring population 
consequences. Whether disturbance ultimately affects survival will also depend on the available 
food sources and weather conditions, since these determine the ability of animals to compensate 
for disturbance (Burton, 2007; Goss-Custard et al., 2006). Animals can also avoid disturbed areas 
which may limit available breeding or foraging areas (Dwinnell et al., 2019; Leblond et al., 2013; 
Mallord et al., 2007). Disturbance impact maps, as presented here, could be combined with data 
on food availability and animal presence to determine whether some areas are underutilized by 
animals because of disturbance. 
 
Effects of different aircraft activities 

All aircraft can cause disturbance, but the disturbance potential varies strongly among aircraft 
activities, indicating that birds perceive different threat levels from different aircraft (Derose-
Wilson et al., 2015; Frid and Dill, 2002; van der Kolk et al., 2020c). Transport aeroplanes elicited 
disturbances from 10-km distance and caused large responses probably because they were rare, 
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large and slow flying. Although aircraft sound can cause disturbance (Brown, 1990), sound levels 
may not be the primary cause of transport aeroplane disturbance: despite transport aeroplanes 
being clearly visible, they could not be heard by humans at the distances at which they caused 
disturbance (field observations). Oystercatchers rarely responded to small civil aeroplanes and 
jets, which were frequent and predictable in the study area, meaning that oystercatchers may 
have become habituated to these disturbance sources. Alternatively, birds could have 
redistributed such that individuals that are susceptible to aircraft disturbance have moved to 
other areas, while individuals that are less susceptible have remained in the area (Bejder et al., 
2009). 

Our results regarding the disturbance potential of different aircraft activities and 
energetic costs of disturbance are consistent with field observations in the same study area (van 
der Kolk et al., 2019; Figure S7). However, here we were able to estimate distance–response 
relationships which we could use to estimate disturbance impacts over larger areas and time 
spans. Distance–response curves can only be estimated when accurate positions of both animals 
and disturbance sources are known. In the field, a range finder can be used to measure distances 
between disturbance sources and animals (Marcella et al., 2017), but studies have rarely obtained 
sufficient sample sizes to reliably estimate flight probability curves. In addition, by using 
biologging techniques, it is possible to follow animals over longer time periods and study longer 
term impacts of disturbance, such as additional displacement (Brambilla and Brivio, 2018; 
Linssen et al., 2019). In our study, we showed how the impact of transport aeroplanes on 
displacement was much higher when measured over a 1-hr period in comparison to a 10-min 
period. Such prolonged disturbance responses are difficult to quantify in the field when birds fly 
out of sight. We also observed that even after the most heavy disturbances, all GPS-tracked birds 
returned to the study area, often within a few hours. There was no indication that individuals 
permanently moved away from the study area. 
 
Management implications and future perspectives 

In nature areas where there is high intensity of human activities, disturbance source presence 
needs to be regulated and coordinated to minimize impacts on individual animals and on 
populations. Our results show that the energetic flight costs due to aircraft disturbance are 
probably low for oystercatchers in an area where aircraft are frequent. Especially the impact of 
small civil aeroplanes was low, and our distance–response curves provide further scientific 
underpinning that the minimum flight height of 450 m for aircraft in the Wadden Sea is an 
effective policy tool for oystercatchers. However, birds cannot anticipate (e.g. by avoiding specific 
areas) rare disturbance sources like transport aeroplanes, which are unpredictable and initiate 
disturbance responses from large distances. Consequently, restricting flights of low-flying 
transport aeroplanes is currently the most effective measure to reduce the number of days on 
which the flight costs of disturbance are high, thereby also significantly reducing overall aircraft 
disturbance impacts. The number of days with high impact can be further reduced by avoiding 
multiple disturbing aircraft activities on the same day, for example, bombing and helicopter 
exercises. The timing of disturbing aircraft activities is also an important consideration, since 
large additional energetic costs are expected to impact the condition and survival of 
oystercatchers more under harsh conditions, such as cold weather or prolonged periods with 
high water levels when feeding grounds are inaccessible. 

Levels of aircraft activities are high in our study area, since the airspace is heavily 
utilized by both military and civil aircraft. In many other intertidal areas aircraft occur less 
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frequently, and consequently our results suggest that energetic costs of flight due to aircraft 
disturbance may be low for oystercatchers throughout most of their wintering range. However, 
given the long presence of both civil and military aircraft in our study area, it is difficult to 
determine to what extent habituation has occurred or if the most susceptible individuals have 
permanently moved away. Such potential effects of disturbance source presence could be 
evaluated at locations where aircraft activities begin or increase. Nonetheless, our study provides 
insights on distance–response curves for frequent generally straight-flying aircraft and thus how 
birds near civil airports may respond. Furthermore, our distance–response curves of infrequent 
disturbances may be especially relevant for assessing how novel aircraft may disturb wildlife. 
Consequently, our results emphasise the value of quantifying distance–response curves across a 
gradient of disturbance frequencies but our results should also be inferred to other areas with 
caution, and there remains a need to quantify flight responses to aircraft presence in areas where 
small civil aeroplanes and jet fighters are less frequent. 

Our approach enables quantification of energetic flight costs of disturbance over large 
areas and long time periods and can be applied to other species and disturbance sources. Besides 
aircraft, automated tracking of boats (AIS; McKenna et al., 2015) and humans via GPS and 
smartphone apps can provide data that can be linked with animal tracking data to quantify 
disturbance distance–response relationships. Studies that combine human-tracking data and 
animal movement data could yield new insights about the magnitude of, and varying distance–
response relationships of human disturbance on wildlife and improve the accuracy and quality 
of mapping disturbance landscapes. Ultimately, this results in disturbance impact maps of the 
complete cumulative disturbance landscape, including all disturbance sources, which can then be 
used to quantify disturbance impacts on animal survival and distributions. 
 
Acknowledgements 

We thank the numerous volunteers involved in catching and tagging of oystercatchers, the Royal 
Netherlands Air Force for providing data and logistical support. We also thank John Goss-Custard, 
three anonymous reviewer and the associate editor for their constructive comments. Tagging of 
oystercatchers was done under licence of the Dutch Flora and Fauna Law (FF/75A/2013/038), 
the Natuurbeschermingswet (Province of Friesland, 801233) and approved by the Dutch Ethical 
Committee (Sovon AVD25002015200-001). Funding was provided by the Applied and 
Engineering Sciences domain of the Netherlands Organisation for Scientific Research (NWO-TTW 
14638) and co-funding via NWO-TTW by Royal Netherlands Air Force, Birdlife Netherlands, NAM 
gas exploration and Deltares. We acknowledge the feedback provided by ecologists working at 
these organizations during half-yearly meetings. UvA-BiTS studies are facilitated by 
infrastructures for e-Science, developed with support of the NLeSC (www.esciencecenter.com), 
and carried out on the Dutch national e-infrastructure with support of SURF Cooperative. This is 
publication 7016 of the Netherlands Institute of Ecology (NIOO-KNAW). The authors declare that 
they have no competing interests. 
 
Supplementary material 

Supplementary material is available online: https://doi.org/10.1111/1365-2664.13742  
 
  



33 
 

  



34 
 

 

  



35 
 

Chapter 3 

Cumulative energetic costs of military aircraft, recreational 

and natural disturbance in roosting shorebirds 

Henk-Jan van der Kolk, Karen L. Krijgsveld, Hans Linssen, Rutger Diertens, Donny Dolman, Mitzi 
Jans, Magali Frauendorf, Bruno J. Ens & Martijn van de Pol 
 

2020, Animal Conservation 23: 359-372 

 
Abstract 

Knowing the consequences of disturbance for multiple species and all disturbance sources is 
crucial to mitigate disturbance impacts in densely populated areas. However, studies that 
observe the complete disturbance landscape to estimate cumulative costs of disturbance are 
scarce. Therefore, we quantified responses, frequencies and energetic costs of disturbance of four 
shorebird species on five high tide roosts in the Wadden Sea. Roosts were located either in a 
military air force training area or were predominantly affected by recreational disturbance. In 
the military training area, infrequent transport airplanes and bombing jets elicited the strongest 
responses, whereas regular, predictable activities of jet fighters and small civil airplanes elicited 
far smaller responses. Disturbance occurred more frequently at roosts near recreational than 
near military activities, as recreation was prohibited in the military area during operation days. 
On average, birds took flight due to military, recreational or natural disturbance (e.g. raptors) 
0.20–1.27 times per hour. High tide disturbance increased daily energy expenditure by 0.1%–
1.4%, of which 51% was due to anthropogenic disturbance in contrast to natural disturbance. 
Costs were low for curlews Numenius arquata, oystercatchers Haematopus ostralegus and 
gulls Larus spp, but higher – and potentially critical – for bar-tailed godwits Limosa lapponica as 
they were most susceptible to aircraft and raptors. Given that bar-tailed godwits have previously 
been found to be least susceptible to walker disturbances, our results suggest that interspecific 
differences in susceptibility depend on disturbance source type. In our study area, aircraft 
disturbance impacts can be reduced by avoiding jet fighter activities during periods when high 
water levels force birds closer to military targets and by limiting bombing and transport airplane 
exercises. 
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3.1 Introduction 

A challenge for nature conservation is the increasing level of anthropogenic activities in areas 
with high natural values, as such activities can affect wildlife and vegetation (Monz et al., 2013). 
Disturbance of wildlife is one of the most visible adverse effects of anthropogenic activities, and 
behavioural responses of wildlife to the presence of disturbance sources are well documented for 
many species (Blumstein et al., 2005; Collop et al., 2016; McLeod et al., 2013; Stankowich, 2008). 
Yet, our understanding of the negative impact of disturbance at the population level is very 
limited (Sutherland, 2007). Disturbance sources that cause a large response do not necessarily 
have a large overall impact if the frequency in which they occur is low. Thus, the extent to which 
anthropogenic activities negatively affect populations does not only depend on the responses of 
animals to single disturbance events but also on the frequency by which disturbance events 
actually occur. Only if both disturbance responses and disturbance frequency are measured 
simultaneously for all relevant disturbance sources, modelling tools can be utilized to quantify 
whether anthropogenic activities have negative effects on the survival and population size of 
birds (Goss-Custard et al., 2006; Houston et al., 2012; Lilleyman et al., 2016; Nolet et al., 2016). 

Since most anthropogenic activities happen at a large spatial scale (e.g. recreation), 
many sites and species are typically affected by disturbance, and to identify vulnerable situations 
it is thus important to identify how the impact varies among sites and species. The effects of direct 
disturbance depend on landscape characteristics and the availability of alternative sites (Gill et 
al., 2001; Goss-Custard and Verboven, 1993), making it difficult to generalize disturbance costs 
based on results of a single location. Furthermore, species differ in their responses and 
susceptibility, which is, for example, linked to body size (Blumstein, 2006). These interspecific 
differences cause disturbance frequencies to vary among species within the same site (Spaans et 
al., 1996; Visser, 1986). Additionally, differences in disturbance frequencies might not linearly 
translate to differences in energetic costs, as the costs of fleeing also vary among species as a 
function of their flight morphology (Collop et al., 2016; Pennycuick, 2008). Thus, to make proper 
impact assessments of disturbance on biodiversity, it is crucial to observe the entire disturbance 
landscape and quantify the cumulative impact of all relevant disturbance sources over a range of 
species and sites, over longer periods of time, and covering a range of weather conditions, seasons 
and times of the day (Kim and Yoo, 2007; Stillman and Goss-Custard, 2002). 

Shorebirds are well suited for studying disturbance, as they can be easily observed and 
in many areas frequently encounter disturbance sources. Since shorebirds inhabit areas that 
humans also heavily use for a variety of activities, they are not only affected by natural 
disturbances (e.g. raptors) but also by recreational and military disturbances (Smit and Visser, 
1993; Spaans et al., 1996). For example, the intertidal areas of the Wadden Sea, a UNESCO World 
Heritage, are of major importance as stopover and wintering sites for vast numbers of shorebirds 
(van Roomen et al., 2012). When the tide rises and the intertidal feeding grounds become 
inaccessible, shorebirds prefer to roost on sites with low predation and disturbance rates to 
minimize energy expenditure (Mitchell et al., 1988; Rogers et al., 2006a). At the same time, the 
Wadden Sea lies in some of the most densely populated countries in the world, meaning that the 
area is also heavily utilized for a range of human activities including recreation, military training 
and commercial transports (Reneerkens et al., 2005). Anthropogenic activities can increase 
energy expenditure through disturbance of shorebirds (Martín et al., 2015; Meager et al., 2012; 
Murchison et al., 2016; Navedo and Herrera, 2012), which could ultimately lower the carrying 
capacities of intertidal areas for bird populations (Platteeuw and Henkens, 1997). 



37 
 

For many different shorebird species, responses to disturbance sources are well 
documented for walker disturbance (Collop et al., 2016; Livezey et al., 2016). It is, however, less 
well known how shorebirds respond to other disturbance sources (Livezey et al., 2016), which is 
problematic since intertidal areas are not only accessible to walkers but also to motor vehicles, 
boats and aircraft (Davidson and Rothwell, 1993). In addition, several sites in the Wadden Sea 
are in use as military training area. Military activities potentially have a high impact on shorebirds 
as they can cause disturbance by increased sound levels and vehicle movements in the air or on 
land, affecting large areas (Koolhaas et al., 1993; Smit and Visser, 1993; Visser, 1986). Yet, 
observations on disturbance of military activities are scarce and have often been published in 
grey literature and are difficult to access (Koolhaas et al., 1993; Linssen et al., 2019; Smit, 2004; 
Smit and Visser, 1993; Visser, 1986). Moreover, we especially lack good estimates of how 
disturbance responses and disturbance frequencies accumulate and affect daily energy 
expenditure of multiple bird species in military training areas. 

We observed and quantified the anthropogenic as well as non-anthropogenic 
disturbance landscape for four shorebird species at five high tide roosts in 2017 and 2018. Three 
of the roosts are located in the military air force training area on the Wadden Island Vlieland. We 
compare the disturbance impact of six different civil and military aircraft activities and derive 
energetic costs of disturbance for all disturbance sources. Thus, our main goals were (1) to 
quantify and compare the direct disturbance responses to different types of aircraft activities as 
well as other anthropogenic and natural (e.g. raptors) disturbance sources, (2) to quantify actual 
disturbance frequencies and (3) to derive the cumulative energetic costs of high tide disturbance 
across species and sites located inside and outside a military air force training area. Based on the 
results, we identified the conditions where human activity has the highest impact on roosting 
birds, thus providing means to reduce the effects of disturbance. 

 
3.2 Materials and methods 

Study system 

We observed disturbance of four bird species at five high tide roosts on the islands of Texel and 
Vlieland in the western Wadden Sea (Figure 3.1). Roosts Tankdoel, Nulpunt and Kroon’s Polders 
(henceforth M1, M2 and M3, respectively) are located on the Vliehors, a large sandflat on Vlieland 
in use as a military air force training area (Figure 3.1). Jets, helicopters and transport airplanes 
practice in this area during weekdays. Even though recreation is allowed during the weekends 
when there are no military activities, it is scarce because the military training area is difficult to 
access. Roosts M1 and M2 are located inside the military training area (Figure 3.1). Roost M3 is 
located adjacent to the military training area and covers a large area of tidal flats that are largely 
inaccessible to people over land. Roost M3 was included to study effects of aircraft activities at a 
more distant roost in comparison to roosts M1 and M2 which are in the military training area. Due 
to its close proximity to the military training area, M3 is still considered to be influenced mainly 
by aircraft disturbance in the analysis. Approximate distances of the roosts to the military aircraft 
activities are 0–1.5 km, 0.5–2.5 km and 2.5–5 km for M1, M2 and M3, respectively (Figure 3.1). 

Roosts Volharding and Westerse Veld (henceforth R1 and R2, respectively) are located 
outside the military training area and are mainly influenced by recreational disturbance. Roost 
R1 is located on a small peninsula with young dunes in the northeast of Texel (Figure 3.1). 
Walkers sometimes occur in the area, despite access to R1 being officially prohibited. Roost R2 is 
a field protected from the sea by a low dike on the east of Vlieland (Figure 3.1). Recreational 
activities, especially walkers, occurred frequently at this roost since R2 is located close to the only 
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village on the island. Roost R1 is located 8 km from M1 and 10 km from M2 and R2 is located 11 km 
from M1 and 10 km from M2 (Figure 3.1). Due to the presence of an airfield on Texel, small civil 
airplanes commonly flew over all roosts along standard routes (following shorelines) at altitudes 
of generally 450 m. 

We observed four bird species that all winter in large numbers in the Wadden Sea 
(Koffijberg, 2003) and that were relatively easy to observe due to their large size and occurrence 
in well-defined flocks. These species were as follows: Eurasian oystercatcher Haematopus 

ostralegus, bar-tailed godwit Limosa lapponica, Eurasian curlew Numenius arquata and mixed 
groups of gulls (mostly black-headed gull Chroicocephalus ridibundus, European herring 
gull Larus argentatus and common gull Larus canus). 

 

 
Figure 3.1 Study area showing locations of high tide roosts observed on the islands of Vlieland and Texel and 
detailed map of the military training area showing high tide roosts, aircraft activity locations and water levels. 
The extent to which areas become submerged with increasing water levels is visualized for four water levels 
(in cm NAP) using a blue-to-yellow gradient. Inset bottom-right shows the distribution of water heights 
(continuous line: proportion of high tide periods where a specific water level was reached; dashed line: 
proportion of total time including low tides that water height was above a specific water level). Tidal data for 
2017 and 2018 (n = 1410 tidal periods) was provided by Rijkswaterstaat.  

 
Data collection 

We observed high tide roosts from 2.5 h before to 2.5 h after high tide. The observation period 
was often cut short, for various reasons such as birds abandoning the high tide roost or the high 
tide being partly outside daylight hours. Observations were carried out from June 2017 until the 
end of November 2018, for a total of 1026 h covering 128 high tide periods. The majority of 
observations were done from August until the end of November (Figure S1 in online 
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supplementary materials). Not all bird species were always simultaneously present and thereby 
observed at each high tide roost. At R1 only, oystercatchers were observed, although gulls and 
sometimes bar-tailed godwits and curlews were also present. Bar-tailed godwits virtually never 
used roost R2. 
 

 
Figure 3.2 Examples of disturbance sources and disturbances at high tide roosts. (a) Flock of bar-tailed 
godwits disturbed by military airplane activities at M2, while oystercatchers and gulls are not responding. (b) 
Transport Airplane (Douglas DC-10, top right corner in picture) in an airshow at Texel Airport disturbing 
oystercatchers but not gulls at M2. (c) Car approaching gulls at M2. (d) Walkers disturbing oystercatchers and 
gulls at R2. Pictures by Ingrid D. van der Spoel (a), Donny Dolman (c) and Henk-Jan van der Kolk (b,d). 

 
Observation protocols consisted of at least hourly counts of bird numbers of all focal 

bird groups on the high tide roosts. We additionally recorded the type and time of all potential 
disturbance sources that entered the high tide roost area (outlined in Figure 3.1), and 
documented whether or not they evoked a disturbance response in birds (Figure 3.2). We defined 
a disturbance as an occasion where birds took flight when approached by a disturbance source. 
We also documented flight responses resembling disturbance (i.e. tortuous flights) where no 
disturbance source could be identified and grouped them under natural disturbances. We 
assumed that those flights were mainly caused by raptors that were not detected by the 



40 
 

observers. Some of these reactions, however, may have been false responses to alarm calls or to 
a few birds flying up to relocate (Hilton et al., 1999; Proctor et al., 2001). We did not record flights 
that were caused by rising water levels due to upcoming tide and that resulted in birds relocating 
to higher grounds or flying away. 

We classified disturbance sources into eight categories: natural sources, anthropogenic 
sources on land and six different aircraft activities. Natural sources included raptors and 
disturbances with an unknown cause (see above). Disturbance from anthropogenic sources on 
land was mainly caused by walkers and land vehicles, including military land vehicles. Aircraft 
activities were categorized in (1) small civil airplanes, (2) jet fighters, (3) shooting jet fighters, 
(4) jet fighters dropping explosive bombs, (5) helicopters and (6) transport airplanes. On the 
roost sites on the military training area, we consistently noted all military aircraft activities. Jets 
and helicopters always trained at specific locations, circling widely around fixed targets along a 
series of more or less standard flight patterns (Figure 3.1). Every aircraft passage was treated as 
a potential moment at which birds could be disturbed. When disturbed, we estimated flight 
duration. Estimating flight duration was not always possible when birds flew to roost sites 
outside observation range or intermixed with other groups of birds. Consequently, flight duration 
estimates were missing for 8% of the disturbances (123 out of 1561 total disturbances) and 
occurred especially during large disturbances. For the energetic costs analysis, missing flight 
durations were imputed from the mean flight durations of the given disturbance source and bird 
species. 

We used water height as explanatory variable in our model for disturbance probability, 
as this affected the location of exposed mudflats that are available to roost and therewith how far 
flocks roost from the military training activities (Figure 3.1). Water height measurements 
expressed in Amsterdam Ordnance Datum (cm NAP) were obtained with 10-minute intervals 
from Vlieland harbour for the entire study period (Rijkswaterstaat, www.waterinfo.rws.nl). 
Based on field calibrations, high tides at roosts M1, M2 and M3 occurred with a 20-minute delay 
from Vlieland harbour, for which we corrected in the analysis. 
 
Data analysis 

Overview and definitions 

From our data, we derived and analysed (1) disturbance probability, (2) flight duration, (3) 
disturbance frequency and (4) additional energy expenditure caused by disturbance. Disturbance 
probability was defined as the probability that a disturbance source evoked a flight response to 
at least 1% of the observed flock. Flight duration was defined as the flight time of the flock after 
a disturbance occurred. Disturbance frequency was defined as the number of times an average 
individual was put to flight by disturbance sources. Lastly, by combining disturbance frequency 
and flight duration, we calculated how much the daily energy expenditure of an individual bird 
increased due to disturbance over a 6-hour high tide period. All analyses were performed in R (R 
Core Team, 2016). 
 
Disturbance probability and flight duration 

We first analysed whether disturbance probability and flight duration upon disturbance differed 
among disturbance source types and bird species. We focussed the analysis of disturbance 
probability on aircraft activities on the military range. Flocks at R1 and R2 were 8 km or more 
away from the military range and they almost never responded to military training activities, and 
were therefore not included in this analysis. We did not include disturbances from anthropogenic 
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land sources and natural sources in the analysis of disturbance probability, as our data did not 
allow accurate probability estimates for these sources. Anthropogenic disturbance sources on 
land were too variable (cars, cyclists, walkers and quads) and covered too many different 
circumstances (no consistency in following paths or routes) to obtain an objective, well-balanced 
and sufficiently large sample size. Natural sources, for example, low-flying falcons, were easily 
missed by the observer, making it impossible to accurately estimate disturbance probability. Note 
that our inability to measure disturbance probability for above sources did not prevent us to 
calculate their energetic costs, as these were derived using only flight duration and disturbance 
frequency. For analyses of flight duration, data from all disturbance sources and from all roosts 
including R1 and R2 were used. 

To analyse disturbance probability, we selected all occurrences of aircraft activity on 
roosts M1, M2 and M3 and determined whether or not they evoked a flight response in the focal 
bird groups. We used logistic mixed regression models to detect differences in disturbance 
probability among aircraft types and bird species. We added water height as explanatory variable 
as this is an important determinant of how close birds were resting to the military air force 
activities (Figure 3.1). We added high tide roost as random factor to correct for differences among 
roosts. We determined statistical significance of explanatory variables by log likelihood ratio test. 

To determine whether flight duration depended on bird species or disturbance source 
type (including anthropogenic land and natural sources), we used linear mixed-effects modelling. 
We used flight duration as response variable and bird species and disturbance source type as 
explanatory variables. Flight duration was log-transformed prior to analysis to approximate a 
normal distribution. We accounted for differences among high tide periods, roosts and observers 
by including them as random factors. 

 
Disturbance frequencies and energy expenditure 

We calculated the average disturbance frequency (number of disturbances per hour) for every 
roost site and species and disturbance source. We corrected for the proportion of birds in the 
group that were actually disturbed, by dividing the number of disturbed birds by the number of 
birds present at each hour of observation. The disturbance frequency thus shows the number of 
flights per hour of high tide that an average bird made due to disturbance. 

Based on the observed disturbance frequencies and flight durations, we derived the 
energetic costs of disturbance for every disturbance source and high tide roost and bird species. 
We expressed the additional energy costs as the percentage of daily energy expenditure caused 
by disturbance during a 6-h high tide period. To estimate flight costs, we used 
the findMinimumPowerSpeed function in the afpt R package, which estimates the optimal flight 
speed and flight costs of birds based on bird mass, wing span and wing area (Klein Heerenbrink 
et al., 2015; Pennycuick, 2008). We estimated daily energy requirements in kJ based on the mass 
(M) of the bird species (Nagy et al., 1999): 
 

>738� <6<?@� ?<AB3?<=<64 = 10.5 ∗ (D ∗ 1000)'.EF
                                      Equation 3.1 
 
We used the following parameters for our study species to estimate flight costs and daily energy 
requirements (M = mass, b = wingspan, s = wing area): Bar-tailed godwit 
(M = 0.305 kg, b = 0.6855 m, s = 0.051 m2), curlew (M = 0.850 kg, b = 1.044 m, s = 0.1175 m2), 
oystercatcher (M = 0.550 kg, b = 0.805 m, s = 0.0622 m2) and gulls (data for Larus 

canus, M = 0.390 kg, b = 1.08 m, s = 0.1149 m2) (Greenewalt, 1962; Johnson, 1985; Piersma and 
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Jukema, 1990). Our study species show body size and mass variation among sexes and over the 
season. Therefore, we used different combinations of body mass and wing dimensions to 
determine whether this affected our calculations for energy expenditure due to disturbance 
(Table S1 in online supplementary material). The combinations included male and female bar-
tailed godwits, three of the common observed gull species (black-headed gull, common gull and 
European herring gull) and seasonal minimum and maximum weights for all sexes and species 
(Table S1). These results lead to changes in the estimated additional energy expenditure which 
were small (−15% to +15%) in waders, but larger (−31% to +61%) in gulls. However, since 
calculated energy expenditure due to disturbance was very small for gulls (see Results), the use 
of different wing areas or body masses does not strongly affect the interpretations of our results 
and conclusions (Table S1). Consequently, we henceforth only reported results for the average 
parameter combinations in the main text. 

To test whether energetic consequences differed among high tide roosts and bird 
species, we used a generalized linear mixed model with a gamma response distribution and a log 
link function. We used energy expenditure due to disturbance (expressed as additional daily 
energy expenditure per 6-hour high tide period) as response variable and high tide roost and bird 
species as explanatory variables. The high tide period was added as random factor to the model. 
We used post-hoc Tukey tests to detect significant differences among high tide roosts and bird 
species. 
 
Jet disturbance effects in relation to water level 

Water height was an important determinant of the distance between roosting birds and fighter 
jet activities, and thereby moderates the impact of disturbance (see Results). We therefore 
performed additional calculations to determine the mitigating effect of having fewer jet activities 
when birds were roosting close to military activities. To this end, we quantified how much the 
additional energy expenditure due to disturbance would be reduced if jet exercises that took 
place at water levels above 80 cm NAP were performed at levels of 50 cm NAP instead, thus 
simulating fewer activities when birds were roosting close to military targets and more activities 
when they roosted further away. For this purpose, we used a subset of our data (jets and shooting 
jets at M1, M2 and M3 only) to accurately model disturbance probability by fighter jets with bird 
species, roost site, water height and fighter jet activity as explanatory variables in a logistic 
regression model (Table S2). Interactions between water height and bird species, high tide roost 
or aircraft activity were non-significant. Using linear regression analysis, we also determined that 
there was no effect of water level on the proportion of the flock that was disturbed. Consequently, 
for each disturbance at water heights above 80 cm NAP, we reduced the number of disturbed 
birds proportionally to the difference in predicted disturbance probability at 50 cm NAP. With 
these proportional numbers, we calculated energy expenditure for this mitigation scenario and 
its difference with the original dataset (control scenario). 
 
3.3 Results 

On average, we observed 6400 bar-tailed godwits, 1900 curlews, 1400 oystercatchers and 2600 
gulls per roost per high tide observation period. In the whole military training area (roosts M1, 
M2 and M3), bird numbers were highest for bar-tailed godwits and gulls and lower for curlews 
and oystercatchers (Figure 3.3a). Disturbances from natural sources were common at all roosts. 
In the military training area, jets and small civil airplanes were the most common disturbance 
sources, while transport airplanes (Airbus A400m and Douglas DC-10) were only observed 
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during two high tides (Figure 3.3b). In total, for all species and roosts, we observed 1561 
disturbances of bird flocks, most of them (66%) caused by natural sources such as raptors. The 
remaining 34% of disturbances were of anthropogenic origin, of which 71% was caused by 
aircraft (358 disturbances inside and 16 outside the military training area, respectively) and 29% 
was caused by anthropogenic land sources. 
 
Responses to disturbance 

In the military training area, we observed 5818 instances where a focal group was confronted 
with aircraft activity, of which only a small number (358) resulted in an actual disturbance. 
Disturbance probabilities varied among bird species (χ2df=3 = 70.1, P < 0.0001; Table S3) and 
among aircraft types (χ2df=5 = 152.7, P < 0.0001; Table S3). Disturbance probabilities were 
highest in bar-tailed godwits and lowest in oystercatchers and gulls (Figure 3.3c). Furthermore, 
transport airplanes and explosive bombs fired from jets had a high probability of causing 
disturbance, whereas small civil airplanes, jets, firing jets and helicopters gave low disturbance 
probability (Figure 3.3d). In general, relative differences in disturbance probabilities by different 
aircraft were similar across species, with the exception that oystercatchers responded 
remarkably strong to transport aircraft (Table 3.1). The disturbance probability was positively 
related to water height (χ2df=1 = 90.7, P < 0.0001; Table S3). 

For birds that were disturbed, the flight duration was typically less than a minute, but 
nonetheless varied significantly among bird species (χ2df=3 = 43.5, P < 0.0001; Table S4) and 
disturbance source types (χ2df=7 = 45.6, P < 0.0001; Table S4). The patterns were highly similar to 
those observed for the disturbance probability. Flight duration after a disturbance was longest in 
bar-tailed godwits, followed by curlews, oystercatchers and gulls, respectively (Figure 3.3e). 
Transport airplanes and explosive bombs tended to cause longer flight durations than the other 
disturbance source types and especially when compared to natural disturbances (Figure 3.3f). 
 
Disturbance frequencies 

Disturbance frequencies varied among bird species and roost sites, ranging from 0.20 to 1.27 
disturbances per hour (Table 3.1, Figure 3.4a). Disturbance frequencies were distinctly higher in 
bar-tailed godwits than in the other three species. Bar-tailed godwits were especially sensitive to 
natural disturbance, but were also more frequently disturbed by anthropogenic sources in 
comparison to the other species (Table 3.1, Figure 3.4a). Aircraft disturbance frequencies were, 
in general, higher at roosts located closest to the military training area (M1 and M2 vs. M3). At R1, 
8 km away from the training area, disturbance from jets and bombing jets exercising at the 
military training area was rarely observed. Anthropogenic disturbance from sources on land was 
common and showed highest frequencies at R2 (up to 0.30 disturbances per hour). Although 
anthropogenic land disturbance sources were observed during many high tides (Figure 3.3b), 
their occurrence on the military training area was low compared to the roosts outside the training 
area, and their actual disturbance frequency at the military training area was therefore small 
(Table 3.1). Consequently, total anthropogenic disturbance frequencies were slightly higher in 
R1 and R2 than M1, M2 and M3 (Table 3.1, Figure 3.4a). 
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Table 3.1 Disturbance probabilities and disturbance frequencies for different species and disturbance 
sources (between brackets: number of observation hours) at high tide roosts in 2017-2018, mainly August-
November. Approximate distances to aircraft activities and disturbance probabilities are indicated for roosts 
in the military training area (roosts M1, M2 and M3). Probability is the probability that a disturbance source 
causes at least part of the flock to take flight. The disturbance frequency is the frequency at which an average 
bird has to take flight due to disturbance.  

Roost M1 Bar-tailed godwit (14h) Curlew (23h) Oystercatcher (165h) Gulls (31h) 
  Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 

Civil  0% (11) 0.000 0% (16) 0.000 4% (53) 0.012 4% (25) 0.001 
Jet  24% (33) 0.399 4% (51) 0.021 2% (341) 0.028 1% (83) 0.032 
Jet (Gun)  33% (6) 0.041 0% (10) 0.000 0% (67) 0.000 0% (13) 0.000 
Jet (Bomb)  (0) 0.000 0% (3) 0.000 19% (16) 0.002 0% (1) 0.000 
Helicopter  0% (4) 0.000 56% (9) 0.147 10% (70) 0.046 0% (8) 0.000 
Transport  (0) 0.000 (0) 0.000 (0) 0.000 0% (7) 0.000 
Anthr. Land   0.000  0.074  0.012  0.000 
Natural   0.351  0.130  0.091  0.164 
Total   0.791  0.372  0.191  0.197 

Roost M2 
 

Bar-tailed godwit (146h) Curlew (116h) Oystercatcher (349h) Gulls (134h) 
 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 

Civil   16% (55) 0.030 2% (43) 0.005 5% (164) 0.013 4% (89) 0.016 
Jet  12% (346) 0.149 8% (286) 0.092 3% (803) 0.027 2% (352) 0.046 
Jet (Gun)  24% (55) 0.023 22% (50) 0.035 6% (139) 0.008 14% (73) 0.038 
Jet (Bomb)  29% (17) 0.023 33% (18) 0.026 40% (20) 0.007 67% (3) 0.004 
Helicopter  32% (57) 0.085 0% (27) 0.000 4% (90) 0.003 9% (43) 0.030 
Transport  18% (11) 0.026 0% (2) 0.000 75% (12) 0.030 33% (12) 0.012 
Anthr. Land   0.034  0.041  0.010  0.016 
Natural   0.900  0.215  0.144  0.152 
Total   1.270  0.414  0.242  0.314 

Roost M3  
 

Bar-tailed godwit (216h) Curlew (241h) Oystercatcher (219h) Gulls (49h) 
 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 Prob. (n) Freq. h-1 

Civil   6% (110) 0.031 3% (122) 0.008 4% (114) 0.008 7% (29) 0.009 
Jet  6% (377) 0.064 4% (405) 0.043 1% (469) 0.018 2% (116) 0.006 
Jet (Gun)  3% (71) 0.007 2% (82) 0.006 0% (80) 0.000 3% (32) 0.012 
Jet (Bomb)  31% (13) 0.014 17% (18) 0.007 7% (14) 0.020 (0) 0.000 
Helicopter  9% (45) 0.011 0% (48) 0.000 0% (48) 0.000 (0) 0.000 
Transport  25% (4) 0.011 50% (6) 0.018 92% (13) 0.085 38% (8) 0.019 
Anthr. Land   0.014  0.006  0.000  0.012 
Natural   1.055  0.233  0.146  0.140 
Total   1.207  0.321  0.277  0.198 

Roost R1 
 

  Oystercatcher (80h)  
      Freq. h-1   

Civil       0.043   
Jet       0.004   
Jet (Gun)       0.000   
Jet (Bomb)       0.002   
Helicopter       0.000   
Transport       0.048   
Anthr. Land       0.083   
Natural       0.166   
Total       0.346   

Roost R2 
 

 Curlew (24h) Oystercatcher (59h) Gulls (52h) 
    Freq. h-1  Freq. h-1  Freq. h-1 

Civil      0.000  0.000  0.004 
Jet     0.000  0.000  0.000 
Jet (Gun)     0.000  0.000  0.000 
Jet (Bomb)     0.000  0.000  0.000 
Helicopter     0.000  0.000  0.000 
Transport     0.000  0.000  0.000 
Anthr. Land     0.259  0.249  0.299 
Natural     0.090  0.220  0.293 
Total     0.349  0.469  0.596 
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Figure 3.3 Immediate responses of birds to disturbance sources. (a) Average number of birds observed on 
the military range. (b) Percentage of high tides (n = 110) that aircraft activities were observed on the military 
range (roosts M1, M2 and M3). (c) Disturbance probability of bird species per event.  (d) Disturbance 
probability of disturbance source types per event. (e) Flight duration (s) of bird species after disturbance. (f) 
Flight duration (s) of birds after disturbance by different sources. Error bars represent standard errors. 
Dependent variables are corrected for additional explanatory variables in the models. Letters indicate 
significant differences between groups determined by post-hoc Tukey test. Bird species: BTG = Bar-tailed 
godwit, CUR = Curlew, OYC = Oystercatcher, GUL = Gulls. In (d) disturbance probability of anthropogenic land 
and natural sources is not estimated, see main text for details. 

 
Energy expenditure 

Using an average body mass value, we calculated that the observed levels of disturbance 
increased daily energy expenditure on average by 0.1% to 1.4% per high tide period of 6 h, of 
which on average 51% was due to anthropogenic disturbance (Figure 3.4b). Energetic costs of 
disturbance differed significantly among bird species (χ2df=3 = 202.7, P < 0.0001), being highest 
for bar-tailed godwits and lowest for oystercatchers and gulls (estimated for common gull) 
(Figure 3.4b). Energetic costs of disturbance did not significantly vary among roosts 
(χ2df=4 = 3.9, P = 0.43). Specifically, energy expenditure was not significantly different outside the 
military training area, as the absence of additional energetic costs (or disturbance) due to military 
aircraft was replaced by additional energetic costs due to recreation (roosts R1 and R2 vs. M1, 
M2 and M3; Figure 3.4b). Given that most disturbance sources are exclusively present or active 
during daylight and that there is on average one full high tide during daylight, the estimated costs 
per high tide period may well reflect the daily flight costs of high tide disturbance. 
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Jet disturbance effects in relation to water level 

Disturbance probabilities by jets strongly increased with water levels (Figure 3.5; Table S2). We 
estimated that a rescheduling of jet exercises from periods of water heights above 80 cm NAP to 
periods of water heights of 50 cm NAP would result in a reduction of energy expenditure due to 
disturbance by 13.5% of anthropogenic and by 6.8% of the total disturbance at the military 
training area (Figure 3.4b). On a daily basis, the mitigating effect on overall additional energy 
expenditure would, however, be very low for most species–roost combinations. Only for bar-
tailed godwits at M1 and M2, and curlews at M2, the reduction in terms of daily energy expenditure 
exceeded 0.1% of their daily energy expenditure (Figure 3.4b). 
 

 
Figure 3.4 (a) Disturbance frequencies and (b) additional energy expenditure (in percentage of daily energy 
expenditure per roosting period of six hour) ± standard error due to disturbance by different sources for 
different species on high tide roosts. Jets include shooting and bombing jets. The category ‘Jets (high water)’ 
indicates the energy expenditure that was caused due to increased disturbance probability during jet 
exercises with water levels higher than 80 cm NAP (see methods). Bird species: BTG = Bar-tailed godwit, CUR 
= Curlew, OYC = Oystercatcher, GUL = Gulls.  

 
3.4 Discussion 

Shorebird species differ in their susceptibility to disturbance sources, causing species that roost 
together to differ in their disturbance frequency and flight duration upon disturbance. By 
combining disturbance frequencies with data on flight duration and flight costs, we estimated 
that flight costs of high tide disturbance increased daily energy expenditure by 0.1%–1.4% per 
high tide period, depending on bird species and roost site. 
 

Different susceptibilities to aircraft activities 

Transport airplanes and explosive bombs were consistently the most disturbing aircraft 
activities, across roosts and species. Transport airplanes were the most disturbing source, 
although the distance to the birds was on average larger than any of the other aircraft activities. 
Low-flying transport airplanes initiated flights in oystercatchers at distances of up to 11 km 
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(estimated using aircraft GPS tracks provided by the Royal Netherlands Air Force). All transport 
aircraft were large and slow planes that showed abnormal flight behaviour, flying at highly 
unusual routes (e.g. a flight demonstration at Texel air show) and at low altitudes, which may 
well have led to the large disturbing effects. These findings are in line with previous studies that 
reported strong disturbance responses elicited by low-flying transport airplanes in the Wadden 
Sea area (Smit, 2004; Smit and Visser, 1993). 

Based on our observations, we interpret our results that birds barely responded to 
common and predictable aircraft activities. Predictability is suggested to be an important factor 
determining disturbance responses in birds (Platteeuw and Henkens, 1997). Birds perceive a 
certain level of danger from an object (Blumstein, 2006), and when the object is very different 
from usual objects or shows abnormal behaviour, it will perceive a higher risk of danger and 
respond accordingly. We observed that small civil airplanes standardly flew along fixed routes 
and at a standard altitude of 450 m. Their impact was normally small and disturbance occurred 
almost exclusively when planes flew at lower altitudes or with tortuous patterns. We observed 
that jet fighters mostly only disturbed upon first arrival in the training area or when initiating 
gun firing. This sometimes caused birds to relocate at somewhat larger distances, after which 
disturbance responses were even rarer to occur. Similarly, Smit and Visser (1993) showed that 
frequent jet trainings on military air force training areas tended to cause little disturbance. 
Helicopters mostly caused disturbance during gun firing exercises while they were circling near 
the roosts. Given the different behaviours of helicopters and jets (frequency, flight pattern, 
location and altitude), it is difficult to compare disturbance effects between the two. In the 
literature, there is no clear consensus whether jets or helicopters cause disturbance more often 
(Dunnet, 1977; Goudie, 2006; Smit and Visser, 1993). Most likely, this also depends on the animal 
species, frequency of occurrence, behaviour of the aircraft as well as landscape characteristics. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5 Disturbance probability in relation to 
water height, where (a) is number of 
observations of jets (including shooting jets), and 
(b) is disturbance probability (proportion of jets 
resulting in a disturbance) on the military 
training area (roosts M1, M2 and M3) in relation to 
actual water height at the time of the activity. 
Disturbance proportions in (b) are a reflection of 
the proportion disturbed-not disturbed shown in 
(a). Bars are constructed from binned raw data of 
all species. 
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Interspecific variation in disturbance susceptibility 

Assuming that birds receive airplanes as birds of prey, susceptibility to raptor predation can 
explain interspecific differences in susceptibility to aircraft presence. The peregrine falcon Falco 

peregrinus, a common bird of prey in our study area, prefers to target mid-sized waders such as 
knots Calidris canutus and bar-tailed godwits rather than larger waders such as oystercatchers 
and curlews (van den Hout, 2009; van den Hout et al., 2008). Consistent with this idea, bar-tailed 
godwits responded more strongly to raptors and aircraft than the other species considered in our 
study, which has also been observed in other studies (Spaans et al., 1996; Visser, 1986). If bar-
tailed godwits are more often at risk of predation from aerial raptors, this may explain why they 
are more responsive to perceived dangers in the sky in comparison to larger wader species, and 
thus are also more susceptible to aerial objects such as aircraft. Another possible explanation is 
that bar-tailed godwits perceive more danger from aircraft since they breed in the Arctic in 
remote areas where aircraft are infrequent. A large part of the populations of curlews, 
oystercatchers and gulls breed in Western Europe where aircraft are more common. 

Oystercatchers showed a persistent lack of response to many potential disturbances in 
our study. In other studies in the Wadden Sea area, oystercatchers and gulls were found to be 
comparatively tolerant to aircraft disturbance as well (Smit and Visser, 1989; Visser, 1986). In 
that light, it is remarkable that in comparison to the other shorebirds, oystercatchers responded 
very strongly to transport planes, even at very large distances. It may be that this species adapts 
more quickly than others to activities in its surroundings, while it is more sensitive to unknown, 
rare objects that are large and slow-flying and thus may be perceived as potentially dangerous. 

Which species responds most strongly to anthropogenic activities might well depend 
on the type of disturbance they are confronted with. We found that bar-tailed godwits were most 
susceptible to aircraft presence. By contrast, Collop et al. (2016) found that bar-tailed godwits 
were less susceptible to walker disturbance than oystercatchers and curlews, both in their flight 
initiation distance and in their flight time after disturbance. It has been hypothesized that smaller 
species react less to disturbance as the costs of fleeing expressed in daily energy expenditure are 
higher (Blumstein, 2006; Blumstein et al., 2005; Collop et al., 2016). Our results suggest that this 
relationship depends on how bird species assess the risk of predation by disturbance sources, 
and that not necessarily the largest species responds most strongly to disturbance, but the 
species that perceives the highest danger from the disturbance source. This hypothesis could be 
further investigated by including smaller-sized waders in observational studies in areas where 
airplane activities and raptors frequently occur. 
 
Disturbance frequencies and energetic costs 

Several previous studies quantified frequencies with which disturbances occur in the field 
(Dwyer, 2010; Goss-Custard et al., 2006; Kim and Yoo, 2007; Lilleyman et al., 2016; Madsen, 1998; 
Spaans et al., 1996; Visser, 1986). Quantifying disturbance frequencies are crucial to determine 
cumulative costs of disturbance that wildlife experiences. Our estimates of aircraft disturbance 
frequencies for bar-tailed godwits, curlews and oystercatchers are in the same order of 
magnitude as observed by Visser (1986) in 1980–1984 in a military air force training area on the 
neighbouring island of Terschelling. A remarkable difference with our study is that Visser (1986) 
found low disturbance frequencies by raptors. During our observations, one or two peregrine 
falcons were always present in the military training area. Of the raptor species present in the 
area, peregrine falcons were most frequently seen hunting and disturbing roosting shorebirds. 
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Wintering peregrine falcons have increased over the last decades in the Dutch Wadden Sea 
(Sovon, 2018). 

Energetic costs of disturbance in our study area were low for curlews, oystercatchers 
and gulls, but higher and potentially critical for bar-tailed godwits. When disturbance levels 
exceed a threshold level beyond which birds cannot compensate for the increased energetic costs 
anymore, they will suffer increased mortality (Goss-Custard et al., 2006). Goss-Custard et 
al. (2006) identified that mortality of wintering oystercatchers in the Baie de Somme in France 
would increase when disturbance exceeded 1.5 disturbances per hour daylight under mild 
weather and abundant food conditions and 0.5 disturbances per daylight hour under harsh 
conditions. Our estimated energetic cost of an average disturbance for oystercatchers (1.46 kJ) is 
in the range of energetic costs modelled by Goss-Custard et al. (2006) (1–4 kJ). As disturbance 
frequencies are below 0.5 disturbances per hour at all roosts in our study, we expect that 
disturbance has a minimal effect on winter survival of oystercatchers. Given that disturbance in 
curlews and gulls results in similar or lower energetic costs, we expect that current disturbance 
in our study area has no adverse survival effects for these species either. 

For bar-tailed godwits, current disturbance levels potentially impact survival, especially 
under harsh conditions with severe weather or low food availability. Bar-tailed godwits 
experienced disturbance frequencies of up to 1.27 disturbances per hour (from both natural and 
anthropogenic causes). Additionally, the flight duration upon being disturbed was longer in 
comparison to the other study species. In this light, the increased number of peregrine falcons 
wintering in the Wadden Sea area (Sovon, 2018; van den Hout, 2009) can be of concern for bar-
tailed godwits. Bar-tailed godwits, and potentially other smaller waders, may experience elevated 
energetic costs due to natural disturbance on many roosts, even in remote areas. If we want to 
maintain or improve the condition for bar-tailed godwits, focus should be on minimizing 
disturbance by anthropogenic activity. Natural disturbance cannot be avoided, since most of the 
natural disturbances were caused by raptors that are protected by national legislation. 

Even though energetic costs of disturbance are generally low, birds might still suffer 
from condition loss if there is insufficient time available to compensate for energetic losses. 
Current literature suggests that shorebirds can extend their foraging time at least to some extent. 
For example, knots could in theory extend their foraging time by moving further along with the 
tidal wave (van Gils et al., 2005). Moreover, oystercatchers that were disturbed early in the low 
tide period were able to extend their foraging time at the end of that low tide period (Urfi et al., 
1996). Also model studies suggest that oystercatchers have the ability to compensate for 
energetic losses due to disturbance  (Goss-Custard et al., 2006). A model study on our study 
system may improve our understanding on the impacts of the current energetic costs of 
disturbance on survival, which is especially relevant for bar-tailed godwits. 

It is important to note that our study does not reflect the total costs of disturbance, as 
we do not include aspects other than direct flight responses. For instance, disturbance during low 
tide may have other effects than during high tide. Disturbance during low tide may not only cause 
energetic (flight) costs but also reduce food intake by shortening available foraging time or 
decreasing foraging efficiency (Navedo et al., 2019; Rutten et al., 2010). Furthermore, we did not 
measure to what extent birds avoided our roost sites, which is an important aspect of disturbance 
when considering population consequences (Bejder et al., 2009; Gill et al., 2001; Mitchell et al., 
1988). If anthropogenic disturbance is too high, birds eventually abandon roost sites and relocate 
to sites where anthropogenic disturbance is less (Martín et al., 2015; Rogers et al., 2006b; Spaans 
et al., 1996). We likely observed this in our study area for oystercatchers roosting in areas with 
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high recreational activity such as R2, where birds often temporarily disappeared if recreation 
started in the morning. The similarity in bird numbers roosting in the military training area in 
periods with and without military activities suggests that large relocations of birds normally do 
not taken place here. 

Through observations in the field, it is difficult to follow birds flying to remote places 
after disturbance, especially when large flocks simultaneously respond to a single disturbance 
source. In our study, this was especially the case for disturbances by transport airplanes. The 
effects of disturbance sources that evoked strong responses in birds may therefore be 
underestimated in our study. Such disturbances were infrequent and the bias effect will therefore 
be limited, but it requires further studies to determine whether incidental severe disturbances 
have larger population consequences than multiple small disturbances. For this purpose, GPS 
trackers can be used to more accurately study disturbance effects on displacement and foraging 
behaviour (Linssen et al., 2019). The use of GPS trackers can also reveal whether there are 
significant differences in responses among individuals. Even though average disturbance 
frequencies are low, additional energetic expenditure can be high for susceptible individuals if 
there is large among-individual variation in susceptibility. 
 
Implications for conservation 

In our study area, energetic costs of high tide disturbance are low for larger shorebird species, 
with the exception of bar-tailed godwits for which costs are assessed as potentially critical. Our 
results indicate that the relative interspecific differences in disturbance susceptibility depend on 
the disturbance source type. Impact assessments should therefore take into account that 
responses of birds to aircraft may not follow the previously suggested rule that larger species 
respond most; instead, smaller species may potentially be more vulnerable. If this is the case, 
smaller shorebird species as knots, grey plovers Pluvialis squatarola and dunlins Calidris alpina, 
that all roost in high numbers in the study area, might experience similar or perhaps even more 
costs from aircraft disturbance as bar-tailed godwits. 

Disturbance costs in the military training area are likely limited since military aircraft 
exercises are generally highly predictable and recreational disturbance is rare. Also, upon 
disturbance the vast 10 km long sandflat area normally allows birds to roost and relocate outside 
the area in which disturbance occurs. With increasing water height, however, the available 
roosting area is restricted, resulting in birds being forced to sit closer to the air force targets. 
Consequently, disturbance probabilities increase with water height. For roosts in other military 
aircraft training areas, we consequently expect higher costs of disturbance in situations where 
there is little available area for birds to relocate upon disturbance or where recreational 
disturbance is more frequent. Ultimately, recreational and military disturbance can facilitate each 
other resulting in increased flight responses, as has been observed in other areas (Visser, 1986). 
It is noteworthy that the total cumulative costs of disturbance highly depend on the amount of 
natural disturbance, which is currently probably high in our study area. Natural disturbance can 
be less in areas where raptors are absent, or more in areas where more different raptor species 
cause disturbance. 

In our study area, under harsh conditions (e.g. prolonged periods of cold weather or low 
food availability in midwinter) energetic costs of high tide disturbance might approach critical 
levels for bar-tailed godwits. Under these conditions, any measures to reduce impact should focus 
on reducing the most disturbing aircraft activities, that is, jet exercises at high water levels, 
bombing jets and transport aircraft. Moving shooting and bombing targets further away from 
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roosting birds may be a solution in some areas, but in our study area virtually impossible without 
affecting other bird species (e.g. breeding little terns Sternula albifrons and kentish 
plovers Charadrius alexandrinus on sandflats or wintering common eiders Somateria 

mollissima on the North Sea) or causing more disturbance for local human residents. 
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Chapter 4 

Varying shorebird tolerance depending on aircraft overflight 

frequency alters large-scale predictions of disturbance costs 

Henk-Jan van der Kolk, Cor Smit, Andrew M. Allen, Bruno J. Ens & Martijn van de Pol 
 
Abstract 

Anthropogenic disturbances can negatively impact individual animals and wildlife populations. 
It is, however, often challenging to interpret and predict animals’ responses to disturbance, since 
tolerance of animals towards disturbance sources may depend on the levels of human 
disturbance. Animals may be more tolerant in areas with high levels of human disturbance when 
habituation occurs or when susceptible individuals avoid disturbed sites. Quantifying such 
‘frequency-dependent tolerance’ of animals is thus crucial to predict disturbance impacts at large 
spatial scales. Here, we aimed (1) to quantify frequency-dependent tolerance of shorebirds for 
aircraft disturbance and (2) illustrate how accounting for frequency-dependent tolerance 
changes predictions of disturbance impacts at large spatial scales. We combined existing 
observational datasets from six locations along a gradient of different intensities of air traffic. All 
datasets were standardized to describe the number of overflights with and without causing 
disturbance (defined as whether birds took flight) for each of six aircraft types, thus allowing to 
calculate disturbance probability. Aircraft overflight frequency explained 37.7% of variation in 
disturbance responses and was a significantly better predictor of shorebird disturbance than 
aircraft type (explaining 25.2% of variation). Disturbance probabilities of aircraft overflights 
dropped from around 80% when aircraft were rare to below 10% when aircraft were common. 
Moreover, incorporating frequency-dependent tolerance dramatically alters predicted energetic 
costs of civil airplane disturbance for wintering oystercatchers in the Dutch Wadden Sea. 
Predicted costs were higher in areas with low levels of aircraft disturbance but lower in areas 
with high levels of aircraft disturbance, thereby overall smoothening the disturbance landscape. 
Our results emphasise how the tolerance of shorebirds to disturbance depends on the frequency 
of disturbances and imply that quantifying frequency-dependent tolerance is crucial to reliable 
generalize disturbance impacts over large spatial scales.      
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4.1 Introduction 

Human activities can cause disturbance by noise or visual cues and thereby affect individual 
animals and wildlife populations (Francis and Barber, 2013; Steven et al., 2011). Most human 
disturbances in natural areas, specifically tourism and traffic, are nonlethal which allows animals 
to habituate (Blumstein, 2016; Geffroy et al., 2015). As a result, animals and populations can 
respond less to disturbance sources that occur frequently, which reduces the impact of 
disturbance (Saltz et al., 2019; Vincze et al., 2016). An alternative non-mutually exclusive cause 
of decreased population responses to frequent disturbance sources, is that susceptible 
individuals avoid disturbed sites and may move away to non-disturbed sites, while less 
susceptible individuals stay in the area (Bejder et al., 2009; Carrete and Tella, 2013; Higham and 
Shelton, 2011; Sprau and Dingemanse, 2017). Both habituation and avoidance can result in high 
tolerance (i.e. “the intensity of disturbance an individual tolerates without responding” (Nisbet, 
2000)) in a population of animals present at a site with high frequencies of human disturbances 
(which we call ‘frequency-dependent tolerance’). 

Since many natural areas worldwide are affected by human activities, it becomes 
increasingly important to quantify the costs of disturbance for individuals and populations at 
large spatial scales. For this purpose, disturbance responses measured at one location are often 
used to model population impacts (Goss-Custard et al., 2006) or quantify energetic costs (van der 
Kolk et al., 2020a) at other locations. If the tolerance of animals towards disturbance sources 
depends on the frequency of disturbance source presence, however, extrapolating behavioural 
responses to other locations where disturbance source frequencies are lower or higher may 
result in respectively underestimation or overestimation of impacts when frequency-dependent 
tolerance is ignored. In order to predict the impact of disturbance source presence in new areas, 
it is thus not only crucial to know how animals respond to a disturbance source, but also whether 
and how strongly tolerance depends on the frequency of disturbance source presence. However, 
as far as we are aware, no studies to date have included frequency-dependent tolerance in their 
large-scale predictions, nor have they assessed how much predictions that ignore frequency-
dependent tolerance misrepresent the impact of disturbance. 

The existence of frequency-dependent tolerance is also important for interpreting 
differences in responses among observational field studies, specifically when comparing the 
effects of multiple disturbance source types that differ in their frequency of occurrence. In many 
studies it is unclear whether differential disturbance responses are caused by actual differences 
in the disturbance potential among disturbance sources (because disturbance sources differ in 
size, shape, sound and behaviour; Figure 4.1a), or by frequency-dependent tolerance (Figure 
4.1b), or both (Figure 4.1c) ((Nordell et al., 2017; van der Kolk et al., 2020c). Figure 4.1 illustrates 
how on one location where three different disturbance source types occur that differ in their 
frequency of presence, it cannot always be distinguished which mechanism causes the observed 
differences in disturbance potential. Similarly, differences in disturbance response among 
species may reflect a difference in how tolerant species are but may also be a result of frequency-
dependent tolerance if species differ in how much they are exposed to disturbance.  

Comparing responses of animals to the same disturbance source types in areas with 
different levels of exposure can reveal whether tolerance to disturbance depends on the 
frequency of disturbance source presence (Baudains and Lloyd, 2007; Bötsch et al., 2018; 
González et al., 2006; Linley et al., 2018; Nordell et al., 2017; Saltz et al., 2019). Animals living in 
urban areas were shown to respond less to human disturbance compared to conspecifics in rural 
areas (Díaz et al., 2013; Matsyura et al., 2015; Samia et al., 2015) and other studies showed how 
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the magnitude of disturbance responses are negatively correlated with indices of human 
disturbance (Nordell et al., 2017; Saltz et al., 2019). However, if animals perceive humans as a 
threat (e.g. because poaching occurs), an opposite relationship may exist where animals respond 
more to disturbance in areas with more frequent human activities (Manor and Saltz, 2005; 
Yamashita et al., 2018).  

 

 
Figure 4.1 Hypothetical relationships between disturbance source presence frequency and the disturbance 
response (e.g. flight initiation distance or flight probability) for three different disturbance source types. At a 
single location it can often not be determined whether differential disturbance responses are caused by 
differences in disturbance potential of different disturbance sources or by different degrees of habituation 
and avoidance. The plots depict an example where differences in disturbance potential of three disturbance 
source types can be explained by different underlying mechanisms (dotted lines depict disturbance response 
and disturbance frequencies of each of the types; Type A: 0.01 hour-1, Type B: 0.1 hour-1 and Type C: 1.0 hour-

1). In (a) disturbance responses are solely determined by disturbance source types, which may for example 
be caused by differences in sound, shape, size and behaviour between disturbance sources. In (b) disturbance 
responses are similar towards all disturbance source types, but are solely shaped by habituation and 
avoidance and thus depend on the frequency of disturbance source presence. In (c) disturbance responses 
are shaped by  a combined action of (a) and (b).  

 
Aircraft potentially belong to the most disturbing disturbance sources, since they 

traverse large distances and can access remote areas. At the same time, they are also amongst the 
most difficult disturbance sources to study since performing experiments is hardly feasible (but 
see Ward et al., 1999), and most studies rely on observations at sites where aircraft overflights 
are common (Blackwell et al., 2019; van der Kolk et al., 2020c). Based on observations, many 
studies report and highlight differences in disturbance potential among aircraft types (Blackwell 
et al., 2019; Goudie, 2006; Komenda-Zehnder and Bruderer, 2002; Smit and Visser, 1993; van der 
Kolk et al., 2020c), but sometimes with contrasting conclusions on which aircraft type is most 
disturbing. For example, based on a literature study (Komenda-Zehnder and Bruderer, 2002) 
concluded that transport aircraft were less disturbing than jets, helicopters and small civil 
airplanes, whereas in later studies transport aircraft had the highest disturbance potential (van 
der Kolk et al., 2020c). Differences in aircraft overflight frequencies among sites is a potential 
factor that could explain such discrepancies. To our knowledge, no study has explored how 
tolerance in animals towards aircraft disturbance depends on the intensity of air traffic.  
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Here, we study frequency-dependent tolerance to aircraft disturbance by shorebirds by 
comparing locations along a gradient of aircraft overflight frequencies. We combined existing 
datasets that quantified the probability that various shorebird species took flight with data on 
aircraft disturbance from six locations in the Wadden Sea. We distinguished between six aircraft 
types to determine which aircraft types have the highest potential of causing disturbance after 
correcting for overflight frequency. We then illustrate how correcting for overflight frequency 
alters the predicted energetic costs of small civil airplane disturbance for wintering 
oystercatchers, by re-analysing large-scale disturbance maps constructed in a previous study that 
ignored frequency dependent tolerance (van der Kolk et al., 2020a). 
 
4.2 Methods 

Data collection 

The study was conducted in the western part of the Wadden Sea, a UNESCO world heritage site 
that is an important stop-over and wintering site for millions of shorebirds in the East Atlantic 
Flyway (Reise et al., 2010). We combined and standardized data collected on six locations with 
different intensities of air traffic (Figure 4.2). Two of the study sites (Vliehors and 
Noordsvaarder) were located in a military air force training area, where jets and military 
helicopters were common. Four study sites (Vliehors, Kuitje, Kooyhoekschor and Borkum) were 
located near civil airports, and consequently high frequencies of small airplane overflights were 
recorded. At one study site (Rottum) all aircraft types were rare.  
 
 

 
Figure 4.2 Map of the western Wadden Sea showing the six locations where data was collected. 
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All observation protocols aimed to record all aircraft overflights (at some sites also 
other types of disturbance sources were recorded) and whether they caused disturbance. We 
grouped the data in six aircraft types: (1) civil helicopters, (2) military helicopters, (3) jet fighters, 
(4) small airplanes, (5) medium-sized airplanes and (6) large transport airplanes (Figure 4.3a). 
Civil and military helicopters were considered separately since military helicopters often flew 
lower and differed in their behaviour, i.e. unpredictable and not following fixed flight paths, in 
comparison to civil helicopters. The frequency of aircraft overflights was derived by dividing the 
total number of observed overflights (per aircraft type) by the total observation time (in hours).  

A disturbance was defined when at least 1% of the observed flock took flight upon 
aircraft overflight. Observations on the Vliehors and Noordsvaarder focussed on bar-tailed 
godwits (Limosa lapponica), curlews (Numenius arquata), oystercatchers (Haematopus 

ostralegus) and gulls (flocks with several gull species, only observed on Vliehors). Bird species 
were not specified in the other studies, but all studies applied to non-breeding shorebirds in 
intertidal areas and were therefore classified as mixed species. Observations on Vliehors and 
Noordsvaarder focussed on roosting shorebirds, whereas in the other studies both roosting and 
foraging shorebirds were observed.  
 
Data from the following six locations were included in this study: 
1. Kuitje: Observations on roosting and foraging shorebirds were conducted at the west side of 

the intertidal flat area of the Balgzand, near the city of Den Helder and near Den Helder 
Airport. Aircraft taking off or landing at Den Helder Airport fly straight over Kuitje, since 
the site is in line with the airports’ landing strip. This location was observed for 
approximately 255 hours and observation details are listed in the following reports: 
(Smit, 2012, 2011a, 2011b, 2009, 2004; Smit et al., 2008, 2003; Smit and Meesters, 
2010). 

2. Kooyhoekschor: This location is 2.5km south of Kuitje. In comparison to Kuitje, less aircraft fly 
over the roost site and intertidal flats at Kooyhoekschor. This location was observed for 
approximately 150 hours and observation details are listed in the following reports: 
(Smit, 2004; Smit et al., 2008; Smit and Schermer, 2015).  

3. Vliehors: The Vliehors is a large sandflat on the Wadden island Vlieland which is since 1948 in 
use as a military air force training area (Cornfield Range). The training area is commonly 
used by jet fighters, sometimes by helicopters and rarely by large transport airplanes. 
Due to the presence of a civil airport on the neighbouring island Texel,  small civil 
aircraft also fly over the Vliehors frequently. High tide roost sites of bar-tailed godwits, 
curlews, oystercatchers and gulls were systematically observed in 2017-2018. All 
aircraft overflights and whether they caused disturbance to each species was recorded 
(van der Kolk et al., 2020c). Approximately 750 hours were observed divided over three 
roost sites in the military training area.  

4. Noordsvaarder: The Noordsvaarder is a sand flat on the west side of the Wadden island 
Terschelling which was from 1957 to 1996 in use as a military training area (Jackpot 

Range). The responses of roosting bar-tailed godwits, curlews and oystercatchers to 
overflights of helicopters, jet fighters and small airplanes were observed in 1980-1984 
(Visser, 1986). Approximately 300 hours were observed, during which all aircraft 
activities and flight responses of the three focal species were recorded. 

5. Rottum: Rottum includes the small uninhabited Wadden islands Rottumeroog and 
Rottumerplaat, which are approximately 5km apart. The datasets consist of 
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observations by the observers on the island which in many years consistently noted 
down overflights and disturbances by aircraft. For the observed overflights, aircraft 
type and disturbance response of roosting birds was noted, but bird species were not 
identified. Aircraft reports were available for Rottumeroog in the years 2011 (van Nus 
and Mellema, 2011) and 2012 (Bunskoek and Gal, 2013) and for Rottumerplaat 2008-
2011 (Roersma and van Brederode, 2011, 2009; van Brederode and Roersma, 2010, 
2008), 2013-2015 (Ebbinge and Dallmeijer, 2015a, 2015b; van Nus et al., 2014) and 
2019 (Pot and Branderhorst, 2020). These data were combined to one dataset. Since no 
information was provided on the number of observed hours, we used aircraft flight 
tracking GPS data of 2019 (source Flight Track and Aircraft Noise Monitoring System 
(FANAMOS) from the Netherlands Aerospace Centre (NLR)) to calculate the aircraft 
overflight frequencies for small civil aircraft and jets. Historical data from Rottum from 
1981-1982 were reported by Visser (1986) including an estimate of observed hours 
and treated as a separate dataset.  

6. Borkum: A small dataset containing observations of three days (5-7 September 2011) on the 
effects of aircraft overflights on shorebirds (Smit, 2012). The location is direcetly South 
from the airport on the German Wadden island Borkum, where small civil airplanes are 
common. This location was observed for a total of 16.5 hours.  

 
Analysis 

Relationship between aircraft overflight frequency and disturbance probability 
Although observation protocols differed among sites, all datasets were standardized such that 
the response variable was the probability that aircraft overflight caused birds to take flight, and 
the explanatory variable the frequency of aircraft overflights. We analysed the probability of 
disturbance using a logistic mixed model. The number of aircraft overflights that caused 
disturbance and the number of overflights that did not cause disturbance were used as a binary 
response variable by combining them with the cbind function in R. Aircraft type, bird species and 
aircraft overflight frequency (log transformed) were included as fixed variables. Location identity 
was included as random factor, to account for differences in methodologies that could cause 
differences in estimated disturbance probabilities. The Akaike information criterion (AIC), 
marginal R2 and conditional R2 of models with all combinations of fixed variables were compared 
(eight models in total, including a null model with no fixed factors). This comparison was done to 
explore the variation that could be explained by aircraft overflight frequency or aircraft type 
alone in comparison with models that included both factors. The AIC is a measure of the relative 
fit of a model, where models with lower AIC values are better supported by the data than models 
with higher AIC values (Burnham and Anderson, 2004). The marginal R2 and conditional R2 are 
estimates of the explained variation by fixed factors only and by fixed and random factors 
combined, respectively (Nakagawa and Schielzeth, 2013). A post-hoc Tukey test was used to 
detect significant differences among aircraft types in the full model. All analysis were performed 
in R (R Core Team, 2016). 
 
Implication for predicting energetic costs of disturbance at a large scale 

To illustrate how frequency-dependent tolerance can alter the predicted energetic costs of 
disturbance, we re-analysed predictions of the energetic costs of small civil airplanes for 
wintering oystercatchers across the whole Dutch Wadden Sea (3000 km2) from a previous study 
in which we did not account for frequency-dependent variation in tolerance (van der Kolk et al., 
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2020a). We used GPS data from small civil airplane data from July-September 2018, the months 
in which oystercatchers have already returned from their breeding areas and small civil airplane 
activity peaks. In the previous study, we derived disturbance probability from the distances 
between aircraft and birds by combined tracking of aircraft and oystercatchers on the Vliehors. 
We applied those distance-response relationships to the civil aircraft GPS data to calculate 
disturbance frequencies and energetic costs expressed as additional daily energy expenditure 
over the whole Dutch Wadden Sea. This analysis assumes that disturbance probability was fixed 
over the whole Wadden Sea, and equal to the observed probability at Vliehors: 0.14 for a straight 
overflight of a small civil airplane at a height of 450m (van der Kolk et al., 2020a). Here, we 
modified these calculations by implementing the relationship between disturbance probability 
and aircraft overflight frequency (for small airplanes for oystercatchers) to reconstruct the 
disturbance impact map while correcting for frequency-dependent variation in tolerance.   
 

 
Figure 4.3 (a) Drawings of the six aircraft types distinguished in this study, with example drawings of 
Eurocopter EC-135 (helicopter), NH90 (Military helicopter), F-16 Fighting Falcon (jet fighter), Piper PA-28 
(small airplane), Dornier Do-228 (medium airplane) and Lockheed C-130 Hercules (transport airplane). (b) 
Disturbance probabilities (± SE) of different aircraft types, corrected for bird species and aircraft overflight 
frequency. (c) Relationship between aircraft overflight frequency and disturbance probability. Every dot 
represents a unique dataset-aircraft type-bird species combination. Note the log transformed x-axis in (c). 
The line in (c) is derived from the model presented in Table 1. In (b), Hel(civ) = Civil helicopter, Hel(mil) = 
Military helicopter, Airp(S) = Small airplane Airp(M) = Medium Airplane, Airp(T) = Transport airplane. 

 
4.3 Results 

Relationship between aircraft overflight frequency and disturbance probability 

There was a strong negative relationship between aircraft overflight frequency and the 
probability that an aircraft caused disturbance (Table 4.1; Figure 4.3c): Disturbance probabilities 
were around 80% when aircraft were rare (<0.01 overflights per hour) but lower than 10% when 
aircrafts were common (>1 overflights per hour; Figure 4.3c). Aircraft overflight frequency alone 
explained 37.7% of variation in the data. Aircraft type alone explained 25.2% of variation in the 
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data (Table 4.1). Because the variables were partly confounded (e.g. transport aircraft were 
uncommon at all sites), the fixed factors in a model including both aircraft overflight frequency 
and aircraft type explained only little more variation (41.4%) than the model with aircraft 
overflight frequency alone. The model including aircraft overflight frequency, aircraft type and 
bird species was the best fitting model (Table 4.1). Correcting for aircraft overflight frequency 
and bird species, transport airplanes and helicopters had a higher probability of causing 
disturbance than small civil airplanes (Figure 4.3b; Table 4.2).  
 
Table 4.1  AIC, marginal R2 and conditional R2 of models with different combinations of fixed factors 
explaining the probability that shorebirds were disturbed by aircraft overflights. All models include site as 
random intercept. Marginal R2 and conditional R2 are the variance explained by fixed factors only and by fixed 
and random factors combined, respectively (Nakagawa and Schielzeth, 2013). Models are ordered based on 
AIC, and ∆AIC indicates the difference in AIC with the top model. 

Model AIC ∆AIC Marginal R2 Conditional R2 

Frequency + Type + Species  462.6 0.0 0.403 0.441 

Frequency + Species  489.8 27.2 0.380 0.423 

Type + Species  607.2 144.6 0.312 0.439 

Frequency + Type  642.8 180.1 0.414 0.452 

Frequency  666.4 203.8 0.377 0.423 

Type  831.6 369.0 0.252 0.409 

Species  1142.5 679.9 0.132 0.211 

- 1361.7 899.1 0.000 0.191 

 
Implication for predicting energetic costs of disturbance at a large scale 

Accounting for frequency-dependent tolerance substantially modifies predictions of disturbance 
costs at large spatial scales. Linear extrapolation of disturbance responses to sites with different 
air traffic intensities (when disturbance probability is assumed to be independent of aircraft 
overflight frequency) will generally underestimate disturbance frequencies in areas with little 
aircraft, but overestimate disturbance frequencies in areas with many aircraft (Figure 4.4a-c). 
When disturbance responses were measured in an area with many aircraft, a low disturbance 
probability would be recorded, which would generally lead to an underestimation of the 
disturbance impact in areas with intermediate aircraft presence after extrapolation (Figure 4.4a). 
Conversely, when disturbance responses were measured in an area with little aircraft, a high 
disturbance probability would be recorded, which would generally lead to an overestimation of 
the disturbance impact in areas with intermediate aircraft presence after extrapolation (Figure 
4.4c). The level of disturbance at which both methods predict the same disturbance frequencies 
depends on the location where responses to aircraft were initially measured. 

We re-analysed a previous estimate of the predicted costs of small airplane disturbance 
for the entire Dutch Wadden Sea by implementing the frequency-dependent tolerance function 
instead of assuming a linear function. The predicted impact of small civil airplane was more 
uniform across the Wadden Sea in the new estimate (Figure 4.4d-e). Costs were higher in most 
parts of the Wadden Sea where aircraft overflight frequencies were lower than on Vlieland, the 
area where disturbance responses were initially measured. In a few areas, especially near 
airports, where aircraft overflight frequencies were higher than on Vlieland, costs were predicted 
to be lower than in the original estimate. Thus, implementing the frequency-dependent tolerance 
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function reduced the number of sites with extremely low or high costs and overall smoothened 
the disturbance landscape. This is reflected in the distribution of the predicted costs per high tide 
roost site, which shows less variation among roost sites (insets in Figure 4.4d-e).   
 
Table 4.2  Results of binomial mixed effects model explaining the probability that aircraft overflights cause 
shorebird disturbance. ICCdataset is the intraclass correlation coefficient (σ2site/( σ2residuals+σ2site)). Marginal R2 
and conditional R2 are the variance explained by fixed factors only and by fixed and random factors combined, 
respectively (Nakagawa and Schielzeth, 2013). 

 Estimate SE χ2 P 

Intercept -1.00 0.37   
Fixed effects     
overflight frequency (hour-1, log-transformed) -0.64 0.05 146.6 <0.0001 

Aircraft type (reference = Civil helicopter)   37.2 <0.0001 

   Military helicopter -0.21 0.18   

   Jet fighter -0.47 0.18   
   Small airplane -0.71 0.15   
   Medium airplane 0.10 0.32   
   Transport airplane 0.33 0.32   
Bird group or species (reference = Bar-tailed godwit)  188.1 <0.0001 

   Curlew -0.35 0.11   
   Gulls -0.80 0.19   
   Oystercatcher -1.09 0.08   
   Mixed species -0.53 0.45   
Random Effects    

 
σ2residuals 3.29 

  

 
σ2site 0.22 

  

 
ICCsite 0.06 

  

 
Marginal R2 (fixed effects only) 0.403 

  

 
Conditional R2 (fixed and random effects) 0.441 

   
 
4.4 Discussion 

The frequency dependency of tolerance to disturbance 

We found that aircraft overflight frequency strongly correlates with the probability of causing 
shorebirds to take flight. In fact, aircraft overflight frequency explained more variation in 
disturbance responses than aircraft type. The effect size was also extremely strong, with birds 
virtually always responding when aircraft were rare, and exhibited almost no response when 
aircraft were common. Strong associations between disturbance responses and levels of 
disturbance were also shown in previous studies, for example flight initiation distances of 
burrowing owls (Athene cunicularia) in urban areas were threefold shorter than in rural areas 
(Carrete and Tella, 2013; Cavalli et al., 2018).  
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Figure 4.4 Implication of accounting for aircraft frequency-dependent tolerance when assessing costs of 
disturbance in large areas. (a-c) Comparison of disturbance frequency as function of aircraft overflight 
frequency with and without accounting for frequency-dependent tolerance. For the line showing no 
frequency-dependent tolerance, disturbance probabilities of 0.05, 0.10 and 0.20 are displayed in (a), (b) and 
(c), respectively. (d) Additional daily energy expenditure (%) for wintering oystercatchers due to flight costs 
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by civil airplane disturbances without accounting for frequency-dependent tolerance. (e) Additional daily 
energy expenditure (%) for wintering oystercatchers due to flight costs by civil airplane disturbances while 
accounting for frequency-dependent tolerance. In (d) and (e), rings represent oystercatcher high tide roost 
sites (HTR) where the size indicates the proportion of the population on average roosting there (total 
population = 100,000). The insets in (d) and (e) present the distribution of energetic costs over the roost 
sites. Figure (d) is modified from Figure 6g in van der Kolk et al. (2020a). 

 
Two non-mutually exclusive hypotheses can explain why shorebirds are more tolerant 

to aircraft in areas where aircraft overflights are common. Firstly, shorebirds in those areas may 
have habituated to aircraft overflights. In support, naïve American black ducks (Anas rubripes) 
held in an enclosure habituated to military aircraft overflights and thereby reduced their 
response from 38% to 6% (Conomy et al., 1998). Alternatively, susceptible individuals may avoid 
sites where aircraft overflights are more frequent, such that in the most disturbed areas only the 
least susceptible individuals are present. Such non-random distribution of ‘personalities’ was 
suggested to exist in great tits (Parus major) in urban areas with varying degrees of human 
activities (Sprau and Dingemanse, 2017) and for burrowing owls between urban and rural areas 
(Carrete and Tella, 2013), although in later studies the ability of burrowing owls to also adapt 
their behaviour and habituate to disturbances has been emphasized (Cavalli et al., 2018). It is also 
possible that the individuals in the most disturbed areas are most adapted. For example, house 
sparrows in urban areas were shown to be equally bold compared to individuals from rural areas, 
but habituated faster to experimental disturbance (Vincze et al., 2016). 

In the Wadden Sea, high numbers of shorebirds are generally present in areas with high 
levels of aircraft disturbance, which may indicate that habituation rather than avoidance causes 
increased tolerance. However, to determine with certainty which mechanisms cause frequency-
dependent tolerance is only possible by experimentally introducing a new disturbance source to 
naïve animals while simultaneously following individual animals. Habituation can be confirmed 
if individuals show reduced responses over time, whereas avoidance may lead to more and more 
susceptible individuals leaving the disturbed site when disturbance levels increase (Bejder et al., 
2009).  

Habituating to disturbance source types is generally considered advantageous since 
animals reduce energetic costs spent on reacting to non-threatening disturbance sources. 
However, habituation could also be disadvantageous if it makes them more vulnerable to 
predators (Geffroy et al., 2015), so it is crucial that animals can distinguish between non-
threatening human activities and predators. Birds can distinguish between different shapes and 
behaviours of aerial disturbance sources, and may react more to disturbance sources resembling 
actual predators than to other disturbance sources (McEvoy et al., 2016). Differences in shape, 
size and behaviour of aircraft types can also explain why responses vary towards different 
aircraft types. Specifically, unpredictable movements by helicopters and the exceptionally large 
size of transport airplanes may explain why their disturbance potential is larger than small 
airplanes (van der Kolk et al., 2020c).  

There were only a limited number of datasets that were suitable to include in this study. 
More studies on aircraft disturbance do exist, but do not report the total observed hours or 
overflights that did not cause disturbance, meaning that aircraft overflight frequency or 
disturbance probability cannot be derived. Previous studies that relate disturbance responses of 
animals to levels of human disturbance also include relatively few sites (Bötsch et al., 2018; Saltz 
et al., 2019). There is thus a general need for disturbance studies that include large numbers of 
sites. We encourage following a standardized protocol to record aircraft disturbance in natural 
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areas. The minimum requirements for this protocol are to (1) record metadata with start and end 
time of each observation period, (2) perform half-hourly counts and mapping of focal animal 
groups, (3) record timing, type, location, height and direction for all aircraft overflights and (4) 
record species and number of birds of focal groups that are actually disturbed. When these data 
are recorded, disturbance frequencies and disturbance probabilities can be quantified for each 
recorded species-disturbance source combination, as well as the frequencies of disturbance 
source presence (van der Kolk et al., 2020c). 
 
Implications for predicting costs of disturbance 

The strong increase in tolerance with increasing levels of human disturbance implies that 
observed disturbance responses at one location cannot be extrapolated to another location 
without considering variation in levels of human disturbance. We demonstrated that, compared 
to using a fixed disturbance probability, incorporating frequency-dependent tolerance 
dramatically altered predictions of energetic costs of small civil airplanes for wintering 
oystercatchers. Specifically, predicted costs increased or decreased in areas with low or high 
levels of aircraft disturbance, respectively, thereby smoothening the disturbance landscape. 

Besides disturbance probability, also the response of animals towards disturbance 
sources may vary depending on the levels of human disturbance. Once initiating a flight response, 
animals may flee longer or further when approached by rare disturbance source. For example, 
not only disturbance probabilities, but also the flight time after being disturbed were higher in 
response to rarer aircraft types in shorebirds (van der Kolk et al., 2020c, 2020a). When this is 
generally the case, the average daily energetic costs of disturbance are even less depending on 
the disturbance source frequency, compared to a situation where both flight probability and flight 
costs are linearly extrapolated. The main difference in costs between disturbance types that then 
remains is that rare types cause occasionally large additional costs since they evoke a strong 
response, whereas frequent disturbance sources cause continuously low additional costs, since 
they evoke more often weak responses (van der Kolk et al., 2020a). 

Strong frequency-dependent tolerance may occur in many species and for different 
disturbance source types. Previous studies have shown that tolerance of animals is related to 
levels of disturbance source presence of walkers and cars (González et al., 2006; Nordell et al., 
2017). An important difference between aircraft and disturbance sources on land, e.g. walkers, is 
that aircraft fly over and do not occupy space on land. Disturbance sources on land may more 
easily permanently force away animals if they become too frequent, as has been shown in 
shorebirds (Martín et al., 2015). Although the available evidence suggests that frequency-
dependent tolerance may be common in many species and for many disturbance sources, it is 
important that future research focusses on whether this is caused by avoidance, since this may 
imply that disturbed areas are underutilized which may reduce carrying capacity if insufficient 
alternative habitat is available.  
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Chapter 5  

Site fidelity limits how avoidance impacts underutilization of 

disturbed areas  

Henk-Jan van der Kolk, Bruno J. Ens, Magali Frauendorf, Kees Oosterbeek, Eelke Jongejans & 
Martijn van de Pol 
 
Abstract 

Anthropogenic disturbance can negatively affect wildlife by altering space use, as 
underutilization of disturbed sites may increase competitor densities elsewhere, ultimately 
lowering overall carrying capacity. Although underutilization is commonly reported, there has 
been little emphasis on the underlying behavioural mechanisms. Yet, these mechanisms are 
crucial for predicting underutilization of disturbed sites elsewhere and for other species. We 
propose that underutilization after disturbance is not only caused by avoidance, but also by a 
return latency after displacement. We provide a quantitative framework for separating the 
contribution of both mechanisms causing underutilization, illustrated using an empirical case 
study on shorebirds. By simultaneously tracking 90 oystercatchers and all aircraft in a military 
training area, we analysed the probability that birds were in the area as a function of the time 
since the last aircraft disturbance (and at different spatial scales: 2-6 km from the centre of the 
training area). Next, we identified the underlying behavioural mechanisms by comparing 
movement rates into the training area between disturbed and control situations, and quantified 
their relative contribution to underutilization using a two-state Markov model. Space use was 
reduced up to 37% within 3 km from the disturbed area immediately after exercises with 
helicopters, explosive bombings or transport airplanes. Disturbed birds typically displaced less 
than 4 km, but generally returned to the disturbed area within one day. Notwithstanding, the 
probability that individuals returned was lower in the day after aircraft exercises compared to 
control situations, indicating that individuals temporarily avoided the disturbed area. Avoidance 
contributed 33% (when resting) and 82% (when foraging) to underutilization following 
disturbance, but overall underutilization was still low as individuals showed high site fidelity 
towards the training area. Temporary underutilization of the disturbed area may increase 
competitor densities elsewhere and thus lower intake rates in undisturbed areas, but individuals 
who return fast may profit from lower interference in disturbed locations. Moreover, our study 
shows that the common practice of assuming that underutilization is solely caused by avoidance 
ignores that the return latency determined by site fidelity can also contribute substantially to the 
impact of disturbance on space use. 
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5.1 Introduction 

Human activities in natural areas can negatively affect wildlife, as disturbance can lead to 
energetically costly flight responses and reduce available time for important behaviours such as 
foraging (Boyle and Samson, 1985; Houston et al., 2012; Stankowich, 2008). Moreover, there are 
less directly observable impacts of disturbance, such as changes in space use of wildlife (Speziale 
et al., 2008). Animals may make less use of areas nearby human settlements (Broekhuis et al., 
2019; Manor and Saltz, 2005), nearby frequently used roads by walkers or vehicles (Coppes et 
al., 2018; Finney et al., 2005; Hebblewhite and Merrill, 2008; Jones et al., 2017; Leblond et al., 
2013) and nearby other locations where human activities occur (Martín et al., 2015; Richard and 
Côté, 2016). Underutilization of disturbed areas increases animal densities elsewhere, which may 
lead to faster depletion of resources and increased competition (Rutten et al., 2010), thereby 
ultimately negatively affecting populations. 

Several studies have shown that disturbed areas are underutilized by animals and these 
studies interpret this as a result of animals avoiding locations with human disturbances (e.g. 
Coppes et al., 2017; Leblond et al., 2013; Richard and Côté, 2016). However, as far we are aware, 
studies on underutilization have not considered that another mechanism than avoidance can 
explain why disturbed areas are underutilized. Changes in space use may in the first place arise 
from the combined actions of displacement and a disturbance-independent tendency to stay in 
(or return to) an area due to site fidelity. Specifically, if (i) animals are displaced from disturbed 
sites as a result of immediately moving away from the disturbance source, and (ii) animals often 
make use of multiple sites and due to site fidelity have a certain probability to stay in a specific 
site (rather than move back towards their original site after disturbance), it is expected that 
longer-term underutilization of disturbed sites occurs even in the absence of avoidance (Figure 
5.1). We call underutilization caused by the joint effect of direct displacement following 
disturbance and the latency to return to the disturbed site due to site fidelity, the ‘return latency’ 

mechanism.  

Additionally, animals may temporarily actively avoid sites where they were previously 
disturbed. Although both mechanisms are non-mutually exclusive, we can distinguish both 
mechanisms from empirical patterns of space use following disturbance, by considering that 
under avoidance the probability that animals return to previously disturbed sites is lower than 
what would be expected in a control situation without disturbance (which reflects their natural 
latency to return due to site fidelity). Following a disturbance, ‘avoidance’ would thus result in a 
higher degree of underutilization than what would be expected due to the return latency alone 
(Figure 5.1). Ultimately, it is important to distinguish both mechanisms to more accurately 
predict the impacts of disturbance on underutilization for new areas and species. 

To tease apart which of those two behavioural mechanisms cause underutilization of 
disturbed areas, it is necessary to know the exact timings of disturbance and preferably study 
disturbance sources that do not alter the habitat (like roads and human settlements), since 
animals can avoid human infrastructure independent on its intensity of use (McGregor et al., 
2008; Vistnes and Nellemann, 2001). Previous studies have mostly used proxies for human 
disturbance, such as time of the day or day in the week (Nix et al., 2018; Perona et al., 2019; 
Stalmaster and Kaiser, 1998). For example, desert bighorn sheep (Ovis canadensis nelsoni) are 
further away from trails in the weekends compared to weekdays when visitor frequencies are 
lower (Longshore et al., 2013). Similarly, it has been shown that animals use areas near human 
structures more at night, when less human activities occur (Coppes et al., 2017; Hebblewhite and 
Merrill, 2008; Oriol-Cotterill et al., 2015). However, to quantify how long space use changes after 
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disturbance persists, it is important to know the exact timings of the presence of disturbance 
sources. Up to date, only few studies have quantified the time after which animals return to 
disturbed sites. For example, it was quantified how fast shorebirds returned to foraging areas 
following small experimental disturbances by walkers, but without tearing apart underlying 
behavioural mechanisms (Stillman and Goss-Custard, 2002).  

 

 
Figure 5.1 Theoretical overview of how immediate displacement, return latency and avoidance combined 
determine underutilization of disturbed areas following disturbances. When there is no avoidance following 
disturbances (top panel and blue line in bottom panel), the time it takes for animals to return to a disturbed 
site is solely determined by the return latency. If avoidance occurs, it takes longer before the number of 
animals returns to the level of an equilibrium in a control situation (middle panel and green line in bottom 
panel).  
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Simultaneous tracking of animals and disturbance sources (McKenna et al., 2015; van 
der Kolk et al., 2020a) provides opportunities to quantify space use changes following 
disturbances in detail, as well as identify the underlying behavioural mechanisms. A comparison 
of transition probabilities (i.e. the probability to return from an undisturbed location to a 
disturbed location) after disturbance and in control situations can reveal whether and how long 
animals avoid sites after a disturbance event. Such an approach differs from earlier studies, which 
in the face of lacking detailed data on the presence of disturbance sources, typically use habitat 
and resource selection modelling with human infrastructure features as explanatory variables to 
study how human activities negatively impact space use of animals (e.g. Broekhuis et al., 2019; 
Jones et al., 2017). An additional advantage of using GPS data is the large spatiotemporal scale at 
which effects can be estimated. This is important since effects on a large spatiotemporal scale are 
potentially more harmful than effects on a small scale (Vistnes and Nellemann, 2008). 

We provide a quantitative framework to study underutilization of disturbed sites and 
the underlying behavioural mechanisms. We quantified underutilization of a military training 
area by shorebirds in the nonbreeding season, by simultaneously GPS-tracking Eurasian 
oystercatchers (Haematopus ostralegus) and the military aircraft that disturb them. This model 
system is reflective of many situations where a disturbance is followed by a period without 
disturbances, thus providing an opportunity for animals to return to sites where disturbance 
occurred. We distinguished between birds that bred in the military area (and thus may have been 
more tolerant to military aircraft exercises) and birds that bred elsewhere and were only in the 
area during the non-breeding season. Furthermore, we distinguished changes in space use 
between day and night (since fewer military activities occurred at night), and low and high tide 
(birds are foraging at low tide and roosting at high tide). Our goals were to quantify (1) the 
spatiotemporal scale at which the military training area was underutilized by oystercatchers 
following military aircraft exercises, (2) whether underutilization was caused by a return latency 
and/or avoidance and (3) how much return latency and avoidance contributed to overall 
underutilization. 
 
5.2 Methods 

Study system 

Eurasian oystercatchers are long-lived shorebirds that winter in intertidal areas mainly in 
Northwest Europe. The wintering population in the Wadden Sea has declined over the last 
decades, but the impact of disturbance on the decline is not well known and highlighted as in 
need of further study (van de Pol et al., 2014). Our study focuses on the island Vlieland in the 
western part of the Wadden Sea (Figure 5.2). The western half of the island is a large sandflat 
(called ‘Vliehors’; 53.231°N, 4.924°E), harbouring 5,000 wintering oystercatchers and home to 
40 breeding pairs. Since 1948, the area is in use as a military air force training area. We 
distinguished four types of military aircraft exercises: (1) Jet exercises including shooting on 
targets and throwing dummy bombs, (2) jet exercises with explosive bombs, (3) helicopter 
exercises and (4) transport airplane exercises. All military exercises occur during weekdays and 
mostly during day-time, but jet and helicopter exercises are sometimes performed after sunset 
(Figure 5.2). Jet exercises occur about 40% of days (Figure 5.2), but their direct impact on 
oystercatchers is small. However, when explosive bombs are deployed, which occurs on average 
7 days per year (Figure 5.2), the explosion has a large direct impact and disturbs oystercatchers 
up to a few kilometres. Helicopters also cause disturbance due to their unpredictable flight 
patterns and occur about 10% of the days (Figure 5.2). Transport airplanes cause large-scale 
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mass disturbance responses in oystercatchers, but occur on average only three days per year (van 
der Kolk et al., 2020c, 2020a). 
 

 
Figure 5.2 Overview of study area (outlined in black), showing oystercatcher GPS positions and circles 
around the centre of the military aircraft training area, with a varying radius from 2 to 6 km. Axis show 
coordinates in the Dutch RD system (units in km). The inset shows the percentage of days on which jets, jets 
throwing explosive bombs, helicopters and transport airplanes were present on the military aircraft training 
area in 2017-2019. Note that frequencies for transport airplanes are very small, but non-zero.   

 
Data collection 

We deployed UvA-BiTS GPS trackers (Bouten et al., 2013) on 20 local breeding oystercatchers in 
May-July 2017 and on 82 wintering oystercatchers (20 in December 2016-January 2017, 42 in 
December 2017 and 20 in December 2018; Table S5.1). The trackers were attached with a Teflon 
harness looped around the neck and wings. The solar-powered trackers took GPS fixes in 1-hour, 
5-minute or 16-second intervals (smaller interval when battery was fully charged). Little data 
was collected in midwinter, since there was insufficient sunlight to charge the tracker battery 
(see van der Kolk et al. (2020b) for more details on the GPS trackers). Local breeders were adults 
that bred on the Vliehors sandflat, whereas non-local breeders migrated inland, or to Scandinavia, 
to breed in summer. Note that we only used data from the non-breeding season in this study.  

Exact timings of start and end times of aircraft exercises at the military training area 
were provided by the Royal Netherlands Air Force. In addition to the type of aircraft, records also 
showed whether explosive bombs were deployed.  
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Tidal water height data (in cm Amsterdam Ordnance Datum) were provided in 10-
minute intervals for Vlieland harbour by Rijkswaterstaat (waterinfo.rws.nl). Timing of sunrise 
and sunset were obtained via the sunrise.set function (in StreamMetabolism package) in R.  
 
Analysis 

We first describe how we selected and categorized GPS data and explain the general model 
structure used in the analysis. We analysed the probability that a bird was in the military training 
area, as well as the relative change in use, as a function of the time since aircraft exercises. We 
tested which types of military exercises explained most variation in space use. Subsequently, we 
fitted models using this explanatory variable in interaction with time of the day (daytime or night-
time), tide (high tide or low tide) and breeding area (local breeder or non-local breeders). We 
then quantified whether underutilization was partially caused by birds actively avoiding the 
military aircraft exercises, by comparing transition probabilities between shortly after 
disturbance and control conditions. Lastly, using a two state Markov model, we explored how 
avoidance contributed to the overall underutilization. All analysis were performed in R version 
3.3.2 (R Core Team, 2016). 
 
Data selection 

GPS data were resampled to obtain GPS locations with 1-hour intervals, thus omitting in-between 
GPS fixes with shorter intervals. Only GPS locations within the study area outlined in Figure 5.2 
were retained, since birds moved outside this area only when migrating to their breeding area. 
We only retained data from the non-breeding season (i.e. we removed data from May-July for 
locally breeding birds). The total dataset contained 294,027 GPS locations from 90 individuals 
(15 local breeders and 75 non-local breeders). No data were used from twelve birds because the 
tracker malfunctioned or because the bird died. 

For each GPS location, the distance between the position of the bird and the centre of 
the military training area (the location of the shooting targets used by helicopters and jet fighters) 
was calculated (Figure 5.2). From this distance variable, we constructed binary variables 
indicating whether a bird was close by (1) or far away (0) from the military training area. In order 
to study the spatial extent of the effects of military exercises on space use, we constructed binary 
variables with distance thresholds of 2, 3, 4, 5 or 6 km from the centre of the military training 
area (Figure 5.2).  

For every GPS location, the water level (cm NAP, Amsterdam Ordnance Datum) and time 
of the day was determined. The GPS fixes were subsequently categorized as being at low tide 
(water level < -10 cm NAP, when tidal flats are exposed) or high tide (water level > -10 cm NAP) 
and during daytime (between sunrise and sunset) or night-time (between sunset and sunrise).  
 
Statistical models 

We modelled the probability that a GPS-tracked oystercatcher was in the military training area, 
with respect to the time since the last military exercise was held. To account for the fact these 
birds are not always in the focal area during control conditions, we used a general logistic 
equation with three free parameters (specified as M, A and B in Equation 5.1): 
 

��� = G

��(H�I∗J)       Equation 5.1 

 
where  
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Pin = Probability that a bird is within a specified distance from the centre of the military 
training area 
M = Parameter determining the maximum asymptote 
A = Parameter determining the y-intercept on a logit scale 
B = Parameter determining the steepness of the slope on a logit scale 

 t = Time since last military exercise 
 
We used this model structure to model biologically relevant functions, i.e. Pin would be lowest at 
t=0 (during or immediately after military exercises), and increase to eventually level off at the 
maximum asymptote M. The model structure is similar to a conventional binomial logistic model, 
but differs in that the maximum asymptote M is estimated instead of fixed at one. The maximum 
asymptote was estimated since the probability that birds were in the military training area under 
a control situation (i.e. t = inf) is not equal to one, since birds are in an undisturbed situation not 
always in the military area. Thus, the values of M can be interpreted as the probability that a bird 
is inside the area under control conditions when no military exercises were held for a prolonged 
period. The minimum asymptote was fixed at zero, meaning that the functions resulting from 
Equation 5.1 could vary between zero and M. Parameters A and B determine the shape of the 
function: A affects the y-intercept on a logit scale, and mostly affects the probability that a bird is 
within the training area during or directly after a military training (t = 0; Figure S5.1) and B affects 
the slope, and determines how long the area is underutilized. Lower values of B (less steep slope) 
indicate that birds underutilize the military area for a longer period following military exercises 
(Figure S5.1).  

M in Equation 5.1 was modelled as a conventional binomial mixed-effects regression 
model, thus allowing the probabilities of being inside the military training area during control 
conditions to vary between 0 and 1. We used night (day-time or night-time) and whether 
individuals were local breeders or not as explanatory variables. Also, we added a random effect 
on the maximum asymptote M, to correct for among-individual differences in the probability of 
being in the military training area under control conditions. Consequently, M was defined as: 
 

D = 


��(K�L)        Equation 5.2 

 
where X is the fixed structure of the model and u the random intercept of Bird ID. The fixed 
structure (X) of the model included estimates for local breeders (LB; opposed to the reference 
level non-local breeders), low tide (LT; opposed to the reference level high tide) and night (N; 
opposed to the reference level daytime), and all interactions between those factors, and was thus 
defined as: 
 
M = N' + N
 ∗ O + NP ∗ QR + NS ∗ QT + NU ∗ O ∗ QT + N) ∗ QR ∗ QT + NE ∗ O ∗ QR + NV ∗ O ∗ QR

∗ QT 
Equation 5.3 
 
To calculate the relative change in space use, as a percentage of underutilization compared to a 
situation where there has been no exercise for a long time (t = inf), we used the following 
equation: 
 

Wℎ76@< 36 B9< (%) = Z�	[
G ∗ 100     Equation 5.4 
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Note that changes in M will only change the height of the curve, and not the relative effect of 
military exercises on space use, i.e. the relative percentage of underutilization after disturbance 
compared to control conditions (Figure S5.1). 
 
Comparison of military aircraft types 

The logistic equation can handle only one ‘time since disturbance’ variable, and therefore we 
determined which (combination of) types of military exercises explained most variation in space 
use. We selected the best variable by comparing the Akaike Information Criterion (AIC) of nine 
models with varying time variables. The time variables used were timing since the last exercise 
with (1) jets, (2) helicopters, (3) explosive bombs, (4) transport airplanes, (5) helicopters and 
explosive bombs combined, (6) explosive bombs and transport airplanes combined, (7) 
helicopters and transport airplanes combined, (8) helicopters, explosive bombs and transport 
airplanes combined and (9) all four aircraft activities combined. A null model with no time 
variable (i.e. a model where Equation 5.3 was the full model) was included as the tenth model. All 
time variables were log-transformed prior to analysis. 
 
Spatiotemporal effects of military exercises on space use  

We used the best performing explanatory time variable (time since the last exercise with either 
helicopters, explosive bombs or transport airplanes, see Results) to construct the models that 
included all covariates. Specifically, the intercept and slope of time since exercise could vary 
between day and night, local breeders and non-local breeders, high and low tide, and all 
interactions between those three categorical variables. The effects of these variables were 
estimated both for A and B, thus the same fixed structure presented in Equation 5.3 for M was 
also used for A and B in Equation 5.1. This model was used for all five distance parameters (i.e. 2-
6 km radius from military training area), but we focus the presentation of our results on the 3 km 
radius since this radius includes frequently used roosts and tidal flats (Figure 5.2), and the largest 
effects were expected within this distance given previously estimated distance-response curves 
for flight responses (van der Kolk et al., 2020a). 
 
Testing avoidance using transition probabilities 

To explore whether changes in space use were caused by avoidance (and not only return latency) 
of the military training area we analysed transition probabilities of birds to move from outside 
into the military training area. If birds would temporarily avoid the military training area, we 
hypothesized that transition probabilities would be temporarily lower after disturbance 
compared to a control situation. We constructed a binary variable (Poutin) indicating whether 
birds that were outside the military training area (>3 km from the centre) stayed there (0) or 
moved inside (1) the military training area during the next hour. Using a mixed-effects logistic 
regression model, with Poutin as response variable and bird identity as random intercept, we 
analysed whether transition rates differed shortly after disturbance (3 hours - 1.5 days following 
the last exercise) compared to a control period (5-15 days after disturbance by helicopters, 
explosive bombs or transport airplanes). We excluded the first three hours after disturbance for 
the disturbed period, to ensure that effects on Poutin were not caused by the presence of military 
aircraft in the area. We limited the disturbed period to 1.5 days after disturbance since effects on 
space use were by then marginal (see Results). The analysis was done for all combinations of 
daytime, tidal stage and bird breeding location.  
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Simulating the contribution of avoidance to underutilization 

To estimate what proportion of underutilization was caused by avoidance (compared to the 
return latency), we constructed a two state Markov model that simulated the proportion of 
individuals present inside a disturbed area (Pin) and elsewhere (Pout), see Figure 5.6a for model 
structure. Hourly transition rates between the states were empirically determined by the 
probability that birds from the disturbed area moved out (Pinout) and the probability that birds 
from elsewhere moved inside the disturbed area (Poutin) in a control situation (>5 days after 
disturbance). To simulate disturbances, two additional parameters were added to the model: (1) 
the direct impact of disturbance on Pin (i.e. percentage reduction of Pin directly after disturbance 
compared to a control situation) and (2) the impact of avoidance on Poutin. All parameter values 
were empirically derived and are provided in Table S5.3. Simulations started at time = 0 days 
when disturbance impact occurred, and avoidance was modelled such that it was highest at the 
start of the simulation and linearly decreased to 0 after 1 day, to approximately match the 
observed duration of avoidance of one day in the empirical data. We simulated all combinations 
of day and night, high and low tide, local and non-local breeders and calculated the 
underutilization of the area within 3 km from the centre of the military training area in the first 
day following disturbance by comparing the probability that birds were present with a control 
situation (Equation 5.4). We also calculated the percentage of underutilization that was caused 
by avoidance, by comparing the simulation with observed parameter values with a simulation 
where avoidance was set at 0. We illustrate for local-breeders at low tide at night how a range of 
values for Poutin and avoidance impact the underutilization during the first day following 
disturbance and the contribution of avoidance. 
 

5.3 Results 

Comparison of military aircraft types 

To identify the most meaningful measure of time since disturbance, we compared nine models 
that differed in how the timing of the time since last military exercise was specified. The model 
with time since last exercise with transport airplane, helicopter or bombing was most supported 
by the data (Table S5.2). Helicopters were the most frequent of those three military activities, and 
the model estimates were most similar to a model including time since helicopter exercises as 
only explanatory variable (Table S5.2; Figure S5.2). The model with time since transport airplane 
exercises showed a stronger initial effect (t = 0 days), but also a steeper slope and thus a weaker 
longer-term effect (t ≈ 0.5 day) (Figure S5.2). The model with time since explosive bombs 
exercises showed a similar initial effect (t = 0 day), but a flatter slope and thus a stronger longer-
term effect (t ≈ 1 day) (Figure S5.2). The time since the last exercise with jets did, despite their 
frequent presence, explain the least variation in space use of all four military exercises and did 
not have a significant negative effect on the utilization of the military area, and is therefore 
ignored henceforth. 
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Figure 5.3 Probability that a bird is within 3 km of the military training area and change in space use 
following bombing and helicopter exercises, separated for local and non-local breeders, for high and low tide 
and for day and night. Poutin is the hourly probability that birds from outside move towards the military 
training area. Lines in bottom panels show averages over the disturbed period (left lines) and control period 
(right lines) that were used to analyse the effect of disturbance source presence on Poutin. Dots show the raw 
data (uncorrected for bird individual, size resembles the sample size, i.e. number of GPS locations) grouped 
in 3-hour bins (except for the last dot at ‘>15’) for visualisation purposes only. 

 

The temporal scale of the underutilization of disturbed areas 

The probability that birds were inside the military training area (Pin) increased when the time 
since disturbance increased and eventually levelled off at the maximum probability (M in 
Equation 5.1) (Figure 5.3). How rapidly space use returned to normal values differed between 
day and night, high tide and low tide, and local breeders and non-local breeders (Figure 5.3). We 
considered the effects at t ≈ 0.5 days as a longer-term effect, since this approximated the time of 
one tidal period (≈ 12.4 h) and would imply that effects were apparent in a tidal period following 
a disturbed tidal period. Local breeders usually returned quickly to the military training area 
after disturbance, and the reduction in space use was <5% half a day after military aircraft 
exercises ended. In other words, after disturbance occurred birds usually returned to the military 
training area within one tidal period. The impact was larger for non-local breeders, where space 
use at low tide approached normal values (change in space use <5%) 1.4 days and 1.1 days after 
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day and night-time disturbance, respectively. The impact was especially large for high tide at 
night, when space use approached normal values only 6.2 days after military exercises. 

The immediate, i.e. during and directly after (t = 0 days), impact of military exercises on 
the probability that oystercatchers were inside the military training area (Pin) differed between 
day and night, high tide and low tide, and local breeders and non-local breeders (Figure 5.3). The 
immediate impact was larger at night (18-37% reduction in military area space use) than during 
the day (4-20% reduction space use) (Table 5.1, Figure 5.3). Immediate impacts were highest for 
non-local breeders at night (both during high tide and low tide) and for local breeders at night at 
high tide. In contrast, immediate effect on non-local breeders during daytime at high tide were 
almost non-apparent (4% reduction in space use) (Figure 5.3).  
 
Table 5.1 Parameter estimates and statistical significance for the model estimating the 
probability that birds were within a 3 km radius from the military training area. Parameter M 
determines the maximum asymptote, parameter A the y-intercept on a logit scale, and B the 
steepness of the slope on a logit scale (see Equation 5.1-5.3 in Methods for the model structure). 
Reference levels (intercept) are day-time, high tide and non-local breeders. Standard deviation 
of random effect of Bird ID on intercept of M: 1.51. Significance: ns = not significant, * = 
0.01<P<0.05, ** = 0.001<P<0.01, *** P<0.001. 
 M A B 

 Est. SE sig. Est. SE sig. Est. SE sig. 

Intercept -0.59 0.18 *** 1.63 0.07 *** 0.09 0.03 ** 

Night 0.13 0.02 *** -1.22 0.08 *** 0.78 0.05 *** 

LowTide -1.38 0.03 *** 0.23 0.20 ns 0.95 0.41 * 

LocalBreeder 2.54 0.44 *** -0.27 0.12 * 4.15 0.72 *** 

Night*LowTide 0.26 0.04 *** -0.09 0.24 ns 1.47 0.62 * 

Night*LocalBreeder -0.01 0.04 ns 0.48 0.15 ** 0.32 0.89 ns 

LowTide*LocalBreeder 0.83 0.05 *** 0.02 0.24 ns -4.97 0.83 *** 

Night*LowTide*LocalBreeder -0.29 0.07 *** 0.73 0.36 * 3.72 2.03 ns 

 
The spatial scale of the underutilization of disturbed areas 

As expected, space use was mostly impacted nearby the military training area (2-3 km radius), 
and hardly any effect remained at a distance of 5-6 km from the centre of the military training 
area (Figure 5.4; Figure S5.3). Even immediate effects of disturbance (t = 0) rarely caused a higher 
than 10% reduction in space use at a distance of 5 km from the centre of the training area (Figure 
5.4). Spatial mapping of changes in presence visually confirmed that birds were underutilizing 
the area directly around the centre of the military training area, but were relatively more present 
at distances of 4-5 km from the centre (Figure S5.4). Similar to short-term effects, longer-term 
effects (t ≈ 0.5 days) were most apparent until distances of 3 km and not apparent anymore at 
distances of 5 or 6 km (Figure 5.4).  
 
Do birds temporarily avoid the military area after disturbance?  

The hourly probability that birds moved from further away to within 3 km distance from the 
centre of the military training area (Poutin) was lower shortly after disturbances compared to 
control time periods (>5 days after disturbance) for local breeders under all conditions (Figure 
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5.5), but this difference was only significant for low tide. For non-local breeders, Poutin was 
significantly lower after disturbance at low tide during the day and high tide during the night, but 
significantly higher at daylight high tides (Figure 5.5).  
 

 
Figure 5.4 Spatiotemporal impacts of military exercises on space use of non-breeding oystercatchers. Figures 
show model estimates of change in space use at t=0 (during or directly after military aircraft exercises), t=0.5 
and at t=1 (one day after military aircraft exercises) compared to control conditions (infinite time after 
aircraft exercises). The curves plotted over the raw data points from which the points in this figure is derived 
are displayed in Figures S5-S9.  

 
 

 
Figure 5.5 Change in the hourly probability to move from outside the military training area into the military 
training area, in the period 3 hours - 1.5 days after the last military exercise in comparison with the control 
period 5 - 15 days after the last military exercise. Estimates from the binomial logistic regression model ± 
standard error are displayed in percentage points. The raw data is displayed in the bottom row of Figure 3.   
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How avoidance contributes to underutilization 

By comparing simulations with and without avoidance (Figure 5.6a-b) we predicted that up to 
33% (during high tide) and up to 82% (low tide) of underutilization during the first day after 
disturbance is caused by avoidance (Table S5.3), while the remainder is due to return latency. 
This indicates that especially during low tide active avoidance prevents birds from returning 
faster to the military training. The simulations predicted that underutilization on the military 
training area after disturbances was higher if Poutin was lower and if birds avoided more (Figure 
5.6c). The relative contribution of avoidance to underutilization was larger when Poutin was 
lower and if birds avoided more (Figure 5.6d).  
 

 
Figure 5.6 Simulated underutilization of a disturbed site during the first day after disturbance took place. (a) 
Visualisation of the two state Markov model (see text for description of parameters). (b) Simulated 
probabilities that local breeders at night at high tide were in the disturbed area in scenarios with and without 
active avoidance. (c) Underutilization in the first day following disturbance with varying Poutin and varying 
levels of avoidance simulated as reductions of Poutin. Points show that if Poutin under control (undisturbed) 
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conditions is 25% per hour, underutilization in the first day is 2% if there is no avoidance (dark blue point), 
but 7% if due to avoidance Poutin is lowered with 0.06 (green point). (d) Percentage of underutilization 
caused by avoidance. Points show that 0% or 66% of underutilization is caused by scenarios without 
avoidance (dark blue point) or with avoidance (green point), respectively. Points in (c) and (d) are derived 
from the curves in (b).  

 
5.4 Discussion 

We proposed that underutilization of disturbed sites is not solely caused by avoidance but also 
by a return latency mechanism. Using animal GPS tracking data and exact timings of the presence 
of disturbance sources, we introduced a quantitative framework to distinguish the contribution 
of both mechanisms and quantified the spatiotemporal scale at which space use of non-breeding 
oystercatchers is impacted following aircraft disturbances. Transport airplanes, helicopters and 
droppings of explosive bombs can cause large disturbances, causing birds to take flight and 
displace. Disturbance directly impacted space use of non-breeding oystercatchers and reduced 
space use with as much as 37% within a 3 km radius from the training area, but oystercatchers 
mostly returned quickly to the training area such that space use approached normal levels within 
one day after disturbance. In the first day following disturbance, the probability that birds move 
towards the training area was lower than in control periods, indicating that birds temporarily 
avoided to return to the previously disturbed site. Using a simple simulation model, we calculated 
that up to 33% and 82% of underutilization after a disturbance event is caused by avoidance 
during high tide and low tide, respectively. This shows that equating underutilization with 
avoidance is not always meaningful, as during high tide most underutilization could be attributed 
to the return latency mechanism. Here, we discuss spatiotemporal effects of aircraft disturbance 
on space use, behavioural mechanisms causing space use change and the broader implications of 
our findings for predicting underutilization.  
 
Spatiotemporal impacts of aircraft disturbance on space use of a shorebird 

Our results on the impact of military aircraft on space use are consistent with our previous study 
on the flight responses of disturbance, where we estimated that helicopter exercises caused 
oystercatchers at distances of up to 3-4 km to displace (van der Kolk et al., 2020a). Now, we were 
able to quantify that most birds returned within the first day following disturbance, and that the 
effects of aircraft on longer-term space use were thus small. Consequently, this study does not 
change our insight of generally limited effects of aircraft on oystercatchers in earlier studies, 
although disturbances by helicopters, explosive bombs and transport airplanes do have large 
short-term effects on energy expenditure (flight) and foraging time loss (van der Kolk et al., 
2020c, 2020a). 

Interestingly, there were differences in space use and the effects of disturbance between 
day and night. Oystercatchers utilize the area closer to the disturbed area more at night, both 
during low tide and high tide. Since aircraft exercises are mostly performed during daytime 
(Figure 5.2), birds may have adapted their behaviour and spend more time in the disturbed area 
at night. Differences in habitat and space use between day and night due to human activities have 
been shown especially for mammals (Bonnot et al., 2013; Oriol-Cotterill et al., 2015; Reilly et al., 
2017), and it may also explain why oystercatchers are at night closer to the disturbed area, and 
why effects of disturbance are more pronounced for night-time space use. However, 
oystercatchers also spend more time sleeping and less time foraging at night (van der Kolk et al., 
2020b), and visual inspection of our GPS data revealed that oystercatchers roost more inland in 
saltmarshes or at dune edges at night (closer to the centre of the military training area), whereas 
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during daytime they roost near the shoreline (further away from the centre of the military 
training area). An alternative explanation for differences in space use between day and night is 
that during daytime birds prefer to rest near the shoreline to be better able to detect potential 
predators, such as peregrine falcons. In support, previous studies have linked differences in roost 
choice of shorebirds between day and night to predation risk (Piersma et al., 2006; Rogers et al., 
2006a).  

By catching and tagging birds nearby the military training area (mostly within 4 km; 
Table S5.1) we may have studied a non-random subset of individuals, which may not include 
individuals that permanently avoid the military area because of military aircraft disturbance. The 
results should therefore be interpreted as a minimum effect of aircraft on space use and we 
recommend that future studies include individuals tagged outside the disturbed area. Non-local 
wintering birds included in the current study, however, were all caught at night (when there is 
much less disturbance than during the day), and the majority was caught at least 3 days after the 
last helicopter exercise took place (Table S5.1). Consequently, we are confident that our sample 
of wintering birds does not include only the most habituated or disturbance-insensitive 
individuals.  
 
Behavioural mechanisms involved in space use changes 

Wildlife reacts on (non-lethal) anthropogenic disturbance sources since they perceive danger 
from them (Frid and Dill, 2002). By eliciting escape responses, the displacement away from the 
disturbance source causes a change in space use directly after disturbance. How quickly after 
disturbance animals return to disturbed sites determines the longer-term impacts on space use 
and thereby for how long disturbed sites are underutilized. To our knowledge, this is the first 
study to show that the longer-term underutilization of a disturbed site is determined by the 
combined action of a return latency due to normal movement probabilities and avoidance. 
Concerning return latency, if animals have a large home range and use multiple feeding and 
resting sites, the probability is low that they return to a disturbed site even under undisturbed 
(control) conditions, and thus a long return latency contributes much to underutilization. In 
contrast, if animals show high site fidelity and have a high probability to move from elsewhere to 
a disturbed site, the return latency is short and underutilization will be lower. Thus, the longer-
term underutilization of a site following disturbance also depends on the normal movement and 
transition rates between locations within an animals’ home range. In our system, local breeders 
show a higher site fidelity and spend more time in the disturbed area probably because they have 
the urge to visit their territory even in winter (Ens et al., 2014a). This corresponds with an overall 
higher probability that local breeders move towards the disturbed area compared to non-local 
breeders, and may explain why local breeders generally return faster to the disturbed area after 
disturbance.  

In addition, animals may actively avoid disturbed locations temporarily, because of the 
stress and risk associated with the disturbance on those locations. Indeed, animals are able to 
remember fearful moments, which has for example been demonstrated by successful anti-
predatory training of peccaries (Pecari tajacu) (de Faria et al., 2020). Here, we showed that 
transition probabilities to move to disturbed sites are lowered in the first day after disturbance, 
even when the disturbance itself is already gone, indicating that birds temporarily avoid to return 
to the disturbed area after disturbance event. Avoidance contributed 33% (when resting) and 
82% (when foraging) of the observed underutilization of the disturbed area in the first day after 
disturbances. How much avoidance contributes to underutilization thus seems to differ between 
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resting sites and foraging sites. Generally, the contribution of avoidance depends on the site 
fidelity of animals: Avoidance is expected to have a lower impact on underutilization when 
animals show high site fidelity to a disturbed site. For example, animals that defend a territory 
usually show a high site fidelity, and are therefore expected to return quickly after disturbance. 
In contrast, animals that are not bound to a territory may use many alternative sites, leading to 
longer-term underutilization of areas following disturbances. Note, however, that animals may 
initially choose a territory in an undisturbed area, thereby also avoiding disturbed locations 
(Finney et al., 2005). 
 
Implications for predicting underutilization 

Considering underutilization of disturbed areas is important to understand potential additional 
costs of disturbance beyond the costs of direct responses, i.e. taking flight and losing foraging 
time. For foraging birds, increased competitor densities in undisturbed areas may increase 
interference and thereby lower intake rates (Rutten et al., 2010), which may ultimately reduce 
the carrying capacity for a population. However, individuals that return earlier to previously 
disturbed sites may profit when other individuals stay away longer, since they experience 
reduced interference. In our study, local breeders may profit in such a way at low tide at night, 
where the longer-term effects after disturbance are less pronounced for local breeders compared 
to non-local breeders. A similar concept has been shown in predator-prey relationships in 
mammals, where prey species use areas closer to roads with human activities compared to their 
predators and thereby may reduce their predation risk (Muhly et al., 2011). Another reason why 
we should be careful interpreting underutilization necessarily as a problem, is that higher 
underutilization responses may also reflect the availability of sufficient alternative habitat, 
meaning that disturbance may actually have little impact at a population level (Gill et al., 2001). 

Our study implies that displacement, site fidelity (i.e. ‘return latency’) and avoidance 
combined determine underutilization of a disturbed area. In order to predict the impacts of 
disturbance in other areas and for other species, underutilization due to the return latency can 
be calculated when transition rates under undisturbed conditions and the direct impact of 
disturbance are known. To predict the additional impact of avoidance, also the change in return 
rate after disturbance is required. Those return rates are, however, difficult to measure and 
currently known for too few species and disturbance sources, and as a consequence 
generalization of how much avoidance contributes to avoidance is not possible yet. Nevertheless, 
our results provide useful insights in how underutilization can be derived from those parameters, 
which can guide future studies to quantify the impacts of disturbance.  Overall, our study shows 
that the common practice of assuming that underutilization is solely caused by avoidance ignores 
that the return latency determined by site fidelity can also contribute substantially to the impact 
of disturbance on space use. 
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Supplementary material Chapter 5 

Table S5.1 Overview of when oystercatchers for this study were caught and equipped with a GPS tracker. 
Provided are the distance from the catching site to the centre of the military training area, number of birds 
caught, number of birds included in the study, the percentage of data points in the analysed data set 
originating from birds from each catch, and the time in days after last jet, helicopter and bombing exercise. 
Day = 0 means that exercises were performed in the day before the night of the catch. Local breeders were 
caught on the nest on various (0.2-5.5 km) distances from the military training area, but mostly within 2 km. 
The days since last exercises are irrelevant for local breeders since they are bound to the nest.  

 Date Time 

Distance 

to military 

(km) 

N bird 

catch 

N bird in 

study 

% data 

locations 

obtained 

Last Jet 

(days 

ago) 

Last Hel 

(days 

ago) 

Last 

Bomb 

(days 

ago) 

Lo
ca

l 

b
re

ed
er

s 27-5-2017 11:00 0.3-1.5 8 5 10.2    

30-6-2017 21:00 4.8-5.3 3 3 4.4    

1-7-2017 11:00 0.3-4.0 8 6 9.0    

18-7-2017 19:00 3.1 1 1 0.1    

N
on

-l
oc

al
 b

re
ed

er
s 

2-12-2016 18:30 2.1 5 4 8.3 1 3 >10 

3-12-2016 19:30 2.1 3 2 2.3 2 4 >10 

5-12-2016 23:00 2.1 1 1 0.1 0 6 >10 

18-12-2016 19:30 3.8 9 8 12.0 5 >10 >10 

19-12-2016 22:00 3.8 1 1 0.5 0 >10 >10 

18-1-2017 21:00 3.3 1 1 1.3 1 >10 >10 

15-12-2017 02:00 3.3 11 11 11.1 0 0 >10 

18-12-2017 19:00 3.3 13 11 15.4 0 4 >10 

19-12-2017 19:30 0.7 18 18 15.9 0 5 >10 

11-12-2018 19:30 3.3 16 14 7.5 0 1 7 

12-12-2018 20:00 3.3 4 4 2.0 0 0 8 

Total    102 90 100    

 

 

Table S5.2 Comparison of AIC of models with different variable for time since last disturbance. T: Transport 
airplanes. B: Jets throwing explosive bombs. H: Helicopters. J: Jet. When multiple aircraft types were included, 
their data was merged to one single variable, i.e. T+B+H is the time since the last transport airplane, explosive 
bomb or helicopter presence.  

Model AIC ΔAIC 

T+B+H 281516.2 0.0 

B+H 281796.1 279.9 

T+H 281801.5 285.3 

H 282158.9 642.7 

T+B 282400.9 884.7 

T 282552.0 1035.8 

B 282665.1 1148.8 

J 282680.4 1164.2 

T+B+H+J 283143.9 1627.7 

null 283194.9 1678.7 
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Table S5.3 Simulated underutilization for all combinations of tide, time of the day and local breeders based 
on observed parameter values. Given are the four parameters set for the simulation and the resulting 
estimated underutilization in the first day following disturbance, and what percentage of underutilization 
was due to avoidance.  

 
 
 

 
Figure S5.1 Examples of how different parameter values in Equation 1 affect the shape of the curves for 
probability that an animal is inside the defined area (top row, Equation 1) and how this translates into relative 
change in area use (bottom row, Equation 6). Note that different values for M result in the same curve for 
relative change in area use.  
 
To ease interpretation we here provide Equation 1 again: 

��� = G

��(H�I∗J)          

  

Tide Time 

Local-

Breeder Pinout Poutin 

Disturbance 

impact at 

t=0 (%) 

Avoidance 

impact on 

Poutin 

Underutilization 

in first-day (%) 

% of 

underutilization 

due to avoidance 

High Day No 0.085 0.046 4 0.0000 1.2 0.0 

High Day Yes 0.028 0.127 20 0.0236 7.6 30.1 

High Night No 0.080 0.044 36 0.0077 17.1 32.0 

High Night Yes 0.020 0.095 35 0.0364 18.0 33.2 

Low Day No 0.150 0.034 13 0.0115 16.3 82.2 

Low Day Yes 0.140 0.247 8 0.0425 4.3 80.2 

Low Night No 0.122 0.037 37 0.0000 9.5 0.0 

Low Night Yes 0.087 0.248 18 0.0654 6.6 66.1 



88 
 

 
Figure S5.2 Comparison of change in space use following military exercises with explosive bombs, 
helicopters, transport airplanes or a measure where all three were combined. The functions are the average 
for all birds (local and non-local breeders) and environmental conditions (day and night, high and low tide).  

 
 

 
Figure S5.3 Response curves for non-local breeders (blue colors) and local breeders (orange colors) for 
radius of 2km (darkest colors), 3km, 4km and 5km (lightest colors).  
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Figure S5.4 Space use of oystercatchers in relation to the timing of military exercises. (a) Non-local breeders 
area utilization (all data). (b) Local breeders area utilization (all data). (c) Change in space use of non-local 
breeders 0-1 day after exercise. (d) Change in space use of local breeders 0-1 day after exercise. (e) Change 
in space use of non-local breeders 1-4 day after exercise. (f) Change in space use of local breeders 1-4 day 
after exercise. Space use in (c-f) is compared with space use >4 days after military exercises. Military exercises 
include exercises by transport airplanes, helicopters and jets throwing explosive bombs. The cross indicates 
the centre of the military training area. Grid cells are 1x1km. Coordinates are in the Dutch RD Amersfoort 
system, where 1 unit is 1 km. In (a-b), cells with >3% are set at 3.  
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shorebird but only marginally affects daily energy 

expenditure 
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Magali Frauendorf & Henk-Jan van der Kolk 
 

2019, Avian Research 10: 31 

 
Abstract 

Anthropogenic disturbance can negatively affect an animal’s energy budget by evoking 
movement responses. Existing research focuses mainly on immediate displacement as a 
disturbance effect, since this can be easily observed in the field. However, effects on movement 
over longer timescales are poorly examined and it is largely unknown if and to what extent they 
reflect immediate responses. Longer-term responses could for example be larger than immediate 
responses if birds, after disturbance, return to the original location and thereby travel twice the 
immediate disturbed distance. We combined GPS tracking data with observational data to 
quantify the effects of anthropogenic (air force and walkers) and non-anthropogenic 
disturbances on distances travelled by roosting Eurasian Oystercatchers (Haematopus 

ostralegus) during the non-breeding season. We compared immediate displacement after a 
disturbance with distance travelled during the entire high tide period (longer-term response), 
while accounting for environmental factors. Additionally, we calculated energy expenditure due 
to disturbance based on observed disturbance frequencies. Disturbance resulted in an immediate 
displacement response of ~ 200 m (median). Air force disturbances tended to yield larger 
immediate responses than walker and, especially, than non-anthropogenic disturbances. Longer-
term responses and immediate responses were approximately similar, suggesting that, over 
longer timescales, spatial disturbance effects in the study area remain confined to immediate 
effects. However, disturbances were infrequent (0.17 disturbances per bird per hour) and most 
disturbances were of natural origin (62%). Consequently, anthropogenic disturbance of roosting 
oystercatchers in the study area on average costs 0.08% of the daily energy expenditure. Our 
results suggest that immediate spatial responses to disturbance can be a useful proxy for spatial 
responses over longer timescales. Over the non-exhaustive range of conditions investigated, 
energetic consequences of spatial disturbance responses for an oystercatcher in the study area 
are marginal due to low disturbance levels. 
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6.1 Introduction 

Anthropogenic disturbance can negatively impact a bird’s energy budget by evoking energetically 
costly responses such as increased movement (Collop et al., 2016; Stillman and Goss-Custard, 
2002), physiological changes (Ackerman et al., 2004; Walker et al., 2005) and deviations from 
optimal foraging patterns (Gill et al., 1996). Immediate flight responses have proved the most 
accessible indicator of the impact of disturbance (Gill, 2007) as they are relatively 
straightforward to measure in the field through observation. 

Flight initiation distances (i.e. the distance at which a bird takes flight when approached 
by a disturbance source) have been determined for a range of species and disturbance sources in 
both experimental and observational studies (Collop et al., 2016; Fitzpatrick and Bouchez, 1998; 
Glover et al., 2011; Lord et al., 2001; Stillman and Goss-Custard, 2002). Flight distances (i.e. the 
distance travelled after disturbance) and flight time are reported in fewer studies (Beale and 
Monaghan, 2004a; Collop et al., 2016; Kirby et al., 1993; Spaans et al., 1996), likely because these 
responses are difficult to quantify when birds fly for longer distances after being disturbed. 

Longer-term disturbance effects on the individual (and subsequently on the population) 
level cannot be straightforwardly deduced from immediate responses without knowledge of 
spatial behaviour after the immediate response (Gill, 2007; Gill et al., 2001; Nisbet, 2000). For 
example, for birds that follow a trajectory during high tide dictated by waterline fluctuation, 
disturbance does not necessarily incur extra flight distance compared to their normal trajectory 
if the disturbance causes them to move along that trajectory. On the other hand, immediate 
spatial responses could be aggravated over the longer term when birds deviate from their normal 
spatial pattern and subsequently return to the initial location of disturbance (e.g. because their 
roosting or foraging area is located there). Furthermore, in those cases where longer-term shifts 
in spatial distribution of birds do occur (Finney et al., 2005; Klein et al., 1995; Martín et al., 2015), 
it is often unclear how they arose from small-scale individual movements and what the true role 
of disturbance was therein. For example, longer-term changes might actually depend on 
availability of suitable alternative habitats rather than susceptibility to disturbance (Gill, 2007). 
Our current understanding of the impact of disturbance on shorebird populations is thus 
hampered by a lack of studies that link immediate individual and longer-term population spatial 
responses to disturbance. 

Recent advances in the development of light-weight GPS tracking devices provide 
opportunities to precisely study immediate spatial responses to disturbance in a natural context, 
while also following individuals over longer timescales, such as a high tide period, after being 
disturbed. This allows for assessing whether field observations of immediate disturbance 
responses are a useful proxy for longer-term responses. Thereby, GPS tracking provides an 
important step in understanding to what extent and how immediate spatial disturbance 
responses translate to additional costs in an individual’s daily energy budget, and eventually to 
changes in longer-term individual movement and survival. 

Here, we applied GPS tracking technology to study both immediate and longer-term 
spatial disturbance responses of roosting Eurasian Oystercatchers (Haematopus ostralegus) in 
the Wadden Sea. The Wadden Sea, because of its key location in the East-Atlantic flyway and its 
high food availability, is an important stop-over and wintering ground for shorebirds (Reineking 
and Südbeck, 2006; van de Kam et al., 1999; van Roomen et al., 2018). Yet, the area is under 
increasing pressure of year-round anthropogenic disturbance by military, commercial and 
recreational activities (van Roomen et al., 2012). The oystercatcher is one of the most threatened 
shorebirds in the Wadden Sea: the average population in the area has more than halved since the 
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1990s and is still declining for reasons as of yet not well understood (for an overview, see van de 
Pol et al., 2014). Disturbance has been put forward as one of the drivers of the decline, but its 
relevance remains largely unexplored (van de Pol et al. 2014). 

We quantified the spatial effect of various types of disturbance on two temporal scales: 
immediate displacement (short-term) and distance travelled during an entire high tide period 
(longer-term). To identify disturbance events, we observed groups of oystercatchers (among 
which were birds equipped with GPS trackers) on the Dutch Wadden Sea island of Vlieland, which 
is exposed to regular military air force training and some recreation. We linked disturbances 
observed in the field to GPS-tracked movements in order to investigate to what extent high tide 
travel distance is determined by immediate spatial responses to disturbance, and how this effect 
compares to the effect of natural sources of environmental variation. Finally, by combining the 
observed disturbance frequencies and GPS-tracked travel distances with estimates of flight 
energetics from the literature, we estimated the impact of disturbance on the daily energy budget 
of oystercatchers in our study area. 

 
6.2 Methods 

Study system 

The study was conducted in the tidal area on the southern side of the Vliehors (53°14′N, 4°57′E). 
The Vliehors is a sand flat located at the south-western tip of Vlieland, a barrier island in the 
Dutch part of the Wadden Sea (Figure 6.1). The Vliehors has three established high tide roosts for 
oystercatchers, located roughly 2 km apart from each other on the sand flat and unseparated by 
geographical boundaries. We hereafter refer to these roosts as North, Mid and South (Figure 6.1). 
Numbers of oystercatchers in the study area are highest from July until February, when young 
birds and local breeding birds (which stay year-round) are accompanied by wintering migratory 
birds that breed elsewhere. During this period, up to 5000 oystercatchers may roost in the 
Vliehors area during high tide. The area has been used as a military air force training ground since 
1948. Military training occurs during weekdays and the area is accessible for civilians only on 
weekends. Military training comprises flying and targeted shooting and bombing by jet fighters, 
flying, landing and targeted shooting by helicopters and occasional exercises with other 
airplanes. During our 100 day observation period there were 51 training days, with on average 
2.3 h of training per training day. Almost all training occurs during daylight with only occasional 
exercises in the early evening. 
 
Data collection 

Disturbance data 

Observations took place outside the breeding season between 3rd August and 10th November 
2017. During that period, we observed oystercatchers at their high tide roosts from an 
observation post using binoculars (8‒10× magnification) and telescopes (maximum 60‒75× 
magnification) for a total of 181 h during 61 high tide periods, in time windows reaching from 
some hours before high tide (mean ± SD = 1.1 ± 1.8 h) until some hours after 
(mean ± SD = 2.0 ± 2.0 h). Time window extent was limited usually by sunrise or sunset. Three 
geographic polygons were set to mark the boundaries of the roost sites in our study (Figure 6.1). 
Due to weather conditions (sun, wind and rain), not all three roosts could always be 
simultaneously observed; of the 61 high tide periods, we observed roosts North, Mid and South 
for 45, 59 and 29 periods, respectively. 
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Figure 6.1 Schematic map of the Vliehors, showing locations of the three high tide roosts that constituted the 
study area, the location of the observation post and the primary air force shooting and bombing locations. 

 
During observations, we scored all flying and prolonged walking movements in groups 

of roosting oystercatchers that were initiated by anthropogenic or non-anthropogenic 
disturbances. These included disturbances by unknown sources, wherein birds suddenly flew up 
to settle down again after some displacement, in a manner similar to reacting upon being 
disturbed by an identifiable source. We interpreted those as disturbances by non-anthropogenic 
sources. For each bird movement we scored (1) disturbance source, (2) time at the start of 
movement, (3) number of individuals constituting the movement, (4) location at the start of 
movement and (5) location at the end of movement. 

As disturbances were scarce, we experimentally disturbed groups of birds 
approximately twice per observation round (total n = 118). One observer would walk towards 
the roosting oystercatchers, at random times and following alternate trajectories, until the birds 
took flight. These disturbances were documented like any other, and included in the analysis as 
disturbance by walkers. 

Additionally, we carried out hourly counts of birds present in the study area during each 
observation round. From these counts, we calculated bird-hours (average number of birds 
present during the observation round multiplied by the duration of the round), which we used to 
calculate average disturbance frequencies per individual bird (number of disturbed birds divided 
by bird-hours). 
 
GPS data 

Twenty wintering oystercatchers (six juveniles, six subadults and eight adults) were caught on 
the Vliehors using mist nets and equipped with solar powered UvA-BiTS GPS tracking devices 
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(Bouten et al., 2013) in the period between 2nd and 19th December 2016 (one individual on 19th 
January 2017). Another 20 adult local breeding birds were caught with walk-in nest traps and 
equipped with GPS trackers between 11th May and 18th July 2017. The trackers were mounted 
on the birds’ backs using a wing harness with Teflon ribbons connected around the neck and both 
wings in a figure eight configuration (Thaxter et al., 2014). Tracker (13.5 g) and harness (2 g) 
together weighed 2.6% of the average bird body mass. Twenty-one out of 40 birds that were 
tagged provided the GPS data used in this study. As data are downloaded from the trackers by 
antennae in the study area, we are unsure whether birds that did not provide data (n = 19) had 
tracker malfunction, emigrated or died. Future analyses may be able to estimate tracker-related 
mortality by comparing survival of GPS tracked and colour-ringed oystercatchers in the study 
area. 

The trackers measured location with 288-s (“5-min”) intervals. Some trackers also 
measured location in short bursts of 16-s intervals for a maximum of 2 h per day. These 16-s 
interval bursts were converted to 5-min interval bouts by deleting the last 17 out of every 18 
measurements. We used these converted bouts together with the original 5-min interval bouts 
for the analysis. 

To link the observed disturbances to the GPS data, we digitised the observed 
disturbances of flocks (representing each movement with a single line) and overlaid those lines 
spatially and temporally with individual bird GPS tracks on a satellite map. Then we labelled 
individual GPS measurements from the GPS tracks as “undisturbed” or “disturbed”, in the latter 
case including the disturbance source. In the field, we observed that displacements after 
disturbance were often approximately linear and that undisturbed birds generally move very 
little within a five-minute interval (see Results). Consequently, even if disturbance displacements 
were very short (e.g. 10 s) and relatively small, they were adequately described by straight lines 
and could be easily recognized in GPS bouts with 5-min intervals. 

 
Environmental data 

Environmental data were used to explain (additional) variation in high tide travel distance (as 
described below). Local sea water levels were estimated for every 10 min by interpolating 
available tidal gauge data of Waterinfo (Rijkswaterstaat, www.waterinfo.rws.nl) with the 
software InterTides (Rappoldt et al., 2014). Wind and temperature data were available for every 
10 min from the KNMI meteorological station located at the north-eastern edge of the Vliehors, 
roughly 1 km from the study area (53°15′11″N, 4°56′25″E). 
 
Analysis 

Immediate displacement 

To quantify the immediate effect of disturbance, we first calculated distances between 
consecutive GPS measurements. We then selected those measurements that had been labelled 
with disturbance, together with their single preceding undisturbed (pre-disturbance) 
measurements (total n = 240). The disturbed movements consisted of 115 flying movements and 
five walking movements; flying and walking movements did not differ in distance (Wilcoxon 
signed-rank test: W = 277, p = 0.896). The 240 distance measurements were categorised into pre-
disturbance (n = 120), air force disturbance (n = 35), walker disturbance (n = 53) and non-
anthropogenic disturbance (n = 32). A single remaining disturbance caused by a civil airplane 
(distance 1.6 km) was removed from the analysis since it belonged to none of the disturbance 
source categories. Some movements consisted of more than one GPS fixes (n = 25), either because 
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a bird flew a long distance after being disturbed, or because a GPS fix was taken exactly during 
the moment of flight. In these cases we used the total travel distance within the sequence as the 
disturbance distance for that event. We performed a Dunn’s test (distances were not normally 
distributed and variances were not homogeneous across categories; (Dunn, 1961)) to compare 
immediate displacement upon disturbance with pre-disturbance distances and to find significant 
differences in displacement among disturbance categories. 
 
High tide travel distance 

GPS data were also used to quantify longer-term effects of disturbance on travel distance during 
a high tide period. We first created time windows around all high tides within our observation 
period, reaching from 2 h before high tide to 2 h after. We chose a window size of 4 h to exclude 
the possibility that birds would be foraging within a time window (visual inspection of the 
selected data confirmed that this was never the case). We then selected from all GPS data the 
bouts that (1) consisted of anywhere between 45 and 51 measurements in those time windows 
(allowing for up to six missing GPS measurements) and (2) were predominantly during daytime, 
i.e. more than 33% of whose GPS measurements were between sunrise and sunset. These bouts 
represented bird high tides. The Royal Netherlands Air Force provided complete data on air force 
training times and duration. Combining the selected bouts with the air force training data and 
our disturbance labelled GPS measurements, we further selected bouts of two types: (1) bouts 
within which we had labelled any amount of GPS measurements with disturbance by an 
anthropogenic source, including experimental disturbance (n = 38 bouts) and (2) bouts within 
which we had not labelled any measurements with disturbance by an anthropogenic source and 
during which no air force training had taken place (n = 225 bouts). In the second type we also 
included bouts during which we had been observing partially or not at all, under the assumption 
that the amount of anthropogenic disturbance was negligible for high tides without air force 
training (we observed a mere total of eleven anthropogenic disturbances that were caused by 
sources other than the air force, amounting to 0.013 disturbances per bird per hour). The bouts 
that resulted from the selection procedure (n = 263 bouts or bird high tides) ranged from 11 
August to 30 October 2017. For each bout we calculated the total travel distance within that bout 
(“high tide travel distance”). For those bouts that contained GPS measurements labelled with 
disturbance by an anthropogenic source, we additionally calculated the total distance travelled 
as an immediate disturbance response within the bout, i.e. the sum of the GPS movements 
labelled with disturbance (“total immediate displacement”). Finally, we determined the roost 
(North, Mid or South) in which the bird was located at the start of the bout (“start roost”) and the 
high tide maximum water level on the Vliehors (relative to Amsterdam Ordnance Datum, NAP). 

To test which factors explained variation in high tide travel distance, we built a 
generalised linear mixed model (GLMM) with a gamma response distribution and a log link 
function. The global model contained the following predictor variables: (1) total immediate 
displacement, (2) maximum water level, (3) start roost, (4) average temperature, (5) average 
wind speed and (6) number of GPS measurements constituting the bout. We also included all 
possible two-way interactions between predictors 1‒5. Individual bird (n = 20) and individual 
high tide period (n = 53) were included as random effects. Time in the season was not included 
as it was strongly correlated with average temperature (r = − 0.75). Due to the small number of 
high tides containing disturbance, we did not discriminate between different disturbance 
sources. A minimal model was obtained by stepwise backward elimination of least significant 
interaction and main terms, until all terms were significant or part of a significant interaction. In 
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each step, we determined the significance of terms with a likelihood-ratio Chi square test, 
alternately dropping terms and comparing the model from which they had been dropped to the 
non-restrictive model they were nested in. 

We also wanted to assess whether high tide travel distance varied in addition to the 
total immediate displacement, i.e. if there was any increase or decrease in movement beyond 
immediate disturbance responses. We calculated a second response variable, “additional high 
tide travel distance”, defined as high tide travel distance minus total immediate displacement. A 
positive correlation between total immediate displacement and additional high tide travel 
distance would suggest that immediate disturbance responses result in additional movements 
over the high tide timescale, for example due to birds returning to a roost site or staying restless 
in the hours after disturbance. A negative correlation would suggest that birds stay still after 
disturbance, while no correlation would suggest that immediate disturbance responses do not 
influence post-disturbance movement in any way. We modelled additional high tide travel 
distance with the explanatory variables from the minimal model of the previous section. 

Statistical analyses were performed in R version 3.4.3 (R Core Team, 2016) with use of 
the packages geosphere (Hijmans et al., 2017) for distance calculation, StreamMetabolism (Sefick 
Jr, 2009) for sunset and sunrise calculation, dunn.test (Dinno, 2016) for performing Dunn’s tests 
and lme4 (Bates et al., 2014) for GLMM fitting. 

 
Energetic costs of disturbance 

We calculated the energetic costs of disturbance at roost sites as a percentage of the daily energy 
expenditure. Based on our results, we assumed that immediate spatial disturbance effects can be 
used as a proxy for overall spatial effects in our study system (see Discussion). Therefore we used 
immediate displacement to calculate overall energetic consequences of spatial disturbance 
effects. We first calculated the energetic costs of a median air force, walker and non-
anthropogenic disturbance, assuming that (1) birds fly on average 12 m/s (extracted from speed 
measurements of our GPS devices), and (2) flying costs are 36 J/s (Pennycuick, 2008). We then 
estimated daily energy expenditure due to current levels of anthropogenic and non-
anthropogenic disturbance at roost sites. For this we used the disturbance frequencies observed 
in the field and we assumed that (1) daily energy requirement is 860 kJ (calculated from Zwarts 
et al. 1996, given that GPS-tracked birds in our study weighed on average 600 g), (2) birds roost 
a total of 12 h per day and (3) disturbance frequencies at night are equal to the frequency 
observed during daytime (a highly conservative assumption). Finally, we estimated extra 
foraging time needed to compensate energy expenditure due to current levels of anthropogenic 
and non-anthropogenic disturbance at roost sites. For this we assumed that (1) prey energy 
content is 21.9 kJ/(g ash free dry weight) (Zwarts et al. 1996) and (2) average prey intake rate is 
1 mg ash free dry weight per second (Zwarts et al. 1996). Disturbance frequency of recreation 
was based both on walker (non-experimental) and civil airplanes whereas energetic cost was 
based only on walker disturbances, since our GPS data contained only one recorded civil airplane 
disturbance. However, disturbance frequencies of both walker and civil airplane were so small in 
the study area (see Table 6.1 and Discussion) that this would have little influence on the 
interpretation of energy calculations. 
 
6.3 Results 

Patterns and sources of disturbance 
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In total, we observed disturbances to birds during 181 h (~ 565,000 bird-hours), scoring 51 
anthropogenic, 64 non-anthropogenic and 118 experimental disturbances (Table 6.1). Non-
anthropogenic disturbances constituted 62% of the observed (non-experimental) disturbance 
frequency. Most non-anthropogenic disturbances had an unknown cause. Military activities (jet 
fighters, helicopters and motor vehicles) caused most of the observed (non-experimental) 
anthropogenic disturbances. On average, an individual bird was disturbed 0.17 times per hour 
(not taking into account experimental disturbances). 
 
Table 6.1 Overview of disturbances in the study area. 

 
disturbance 

source class 

disturbance 

source 

disturbance 

events 

disturbed 

birds/eventa 

disturbance 

frequency 

(bird-1 hour-1) 

an
th

ro
p

og
en

ic
  

air force 

jet fighter 20 800 0.028 

helicopter 11 230 0.004 

motor vehicle 9 1,110 0.018 

recreation 
civil airplane 6 680 0.007 

walker 5 630 0.006 

 total 51 700 0.063 

n
on

-

an
th

ro
p

og
en

ic
 

bird 
bird of prey 8 990 0.014 

non-predatory bird 14 810 0.020 

unknown unknown 42 930 0.069 

 total 64 910 0.103 

experimental  walker 118 720 0.150 
a Rounded to the nearest 10. 

 
Immediate displacement 

Upon being disturbed by any source, birds travelled about fifty times further than they did in the 
5-min pre-disturbance interval (Dunn’s test: z > 6.73, p < 0.001 for all disturbance categories; 
Figure 6.2). Although not significant, air force disturbances tended to yield larger immediate 
displacements (median = 341 m) than walker (median = 186 m; Dunn’s test: z = 1.33, p = 0.092) 
and non-anthropogenic disturbances (median = 168 m; Dunn’s test: z = 1.50, p = 0.067). There 
was considerable variation in immediate displacement distance after disturbance 
(Quartile1 = 83 m, median = 206 m, Q3 = 416 m) compared to pre-disturbance movements 
(Q1 = 2 m, median = 4 m, Q3 = 19 m; Figure 6.2). 
 
High tide travel distance 

Total distance travelled by roosting oystercatchers during a high tide period was in the order of 
magnitude of a few kilometres (Q1 = 1.0 km, median = 1.9 km, Q3 = 2.9 km). High tide travel 
distance increased with water level, although the extent of increase varied among start roosts 
(χ2df=2χdf=22 = 27.04, p < 0.001; Table 6.2; Figure 6.3a). Wind speed slightly reduced the effect 
of water level on high tide travel distance (β = ‒0.33 m/(m·s), SE(β) = 0.13, p = 0.015; Table 6.2). 
Most importantly, high tide travel distance increased with larger total immediate displacement 
(β = 0.50 m/m, SE(β) = 0.24, p = 0.031; Table 6.2; Figure 6.3b). However, additional high tide 
travel distance (high tide travel distance minus total immediate displacement) was not affected 
by total immediate displacement (β = ‒0.03 m/m, SE(β) = 0.24, p = 0.902; Figure 6.4; Additional 
file 1: Table S1 in online supplementary material). 
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Figure 6.2 Immediate displacement for different categories (pre-disturbance movement, movement caused 
by air force disturbance, by walker disturbance and by non-anthropogenic disturbance). The largest recorded 
displacement of 4.1 km through walker disturbance is outside the scale of the graph and not shown. Letters 
indicate significant differences among groups; numbers represent sample size per category. Whiskers extend 
from the quartiles to the furthest measurement within 1.5 times the interquartile range. Note that, for sample 
size purposes, disturbance categories used in Figure 2 are not the same as those in Table 1. Walker includes 
experimental disturbances. 

 

Energetic costs of disturbance 

We calculated that median air force, recreation and non-anthropogenic disturbances cost 1.02 kJ, 
0.56 kJ and 0.50 kJ, respectively, for an individual bird. With the observed disturbance 
frequencies (Table 6.1), we calculated the present levels of air force, recreation and non-
anthropogenic disturbances at roost sites to increase daily energy expenditure for an individual 
bird with 0.07%, 0.004% and 0.07%, respectively. We calculated the daily extra foraging time 
needed to compensate these energy expenditures to be 28 s, 2 s and 28 s, respectively. 
 
6.4 Discussion 

Our study combined field observations with GPS tracker data to quantify the effect of 
anthropogenic disturbance on travel distances of roosting birds in the non-breeding season. We 
show that, in response to disturbance, oystercatchers move a couple hundred meters. Although 
not statistically significant, anthropogenic disturbances tended to cause larger responses than 
non-anthropogenic disturbances. Our results show that disturbance increases the distance 



100 
 

travelled during a high tide period. This increase, however, is equal to the sum of immediate 
displacements due to disturbance in a high tide period, suggesting that the high tide travel 
distance response to disturbance is constituted solely by the immediate responses. Due to low 
disturbance frequencies, anthropogenic disturbance at roost sites accounts on average for 0.08% 
of the daily energy expenditure of oystercatchers. We discuss these results and their implications 
for oystercatchers in our study system. 
 
Table 6.2 Minimal GLMM of high tide travel distance. GLMM was created with a gamma response distribution 
and a log link function. High tide travel distance in km, from two hours before high tide to two hours after. 
Variance estimates for random effects individual bird and individual high tide period are 0.03 and 0.07, 
respectively. n = 263 bird high tides. 

 β SE(β) df χ2 p 

Fixed effects      

Intercept -2.00 0.59    

total immediate displacement (km) 0.50 0.24 1 4.66 0.031 

maximum water level (m) 3.18 0.63    

start roost      

Mid 0.96 0.38    

South 1.57 0.33    

wind speed (10 km h-1) 0.18 0.15    

maximum water level * wind speed -0.33 0.13 1 5.97 0.015 

maximum water level * start roost   2 27.04 < 0.001 

Mid -1.17 0.37    

South -1.70 0.31    

 
 

 
Figure 6.3 Relationship between high tide travel distance and (A) maximum water level (maximum water 
level interacted with roost) and (B) total immediate displacement, within that high tide period. To generate 
model fits for each effect term, other effect terms were fixed at their mean value. n = 263 bird high tides for 
both plots. 
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Figure 6.4 Relationship between additional high tide travel distance (defined as high tide travel distance – 
total immediate displacement) and total immediate displacement. To generate the model fit, other effect 
terms were fixed at their mean value. n = 263 bird high tides. 

 
Immediate displacement 

Using GPS trackers we accurately quantified immediate displacement distances upon 
disturbance. Previous disturbance studies have sometimes included flight distances, but only for 
one type of disturbance source (Beale and Monaghan, 2004a) or by classifying flight distance in 
coarse categories (Kirby et al., 1993; Spaans et al., 1996). Anthropogenic disturbances have been 
hypothesised more likely to cause large immediate displacements in comparison to non-
anthropogenic disturbances (Spaans et al., 1996). Although not significant, our results suggest 
that anthropogenic disturbances, especially air force, tend to cause larger displacements than 
non-anthropogenic disturbances. However, we found oystercatcher responses to be highly 
variable and immediate displacement responses of more than one kilometre were detected for 
all disturbance sources. We note that our disturbance source categories are coarse and responses 
may differ among disturbance types within those categories. For example, for aircraft the 
frequency of occurrence, shape, size, sound, speed and predictability of their flight patterns might 
be important determinants of bird responses (Smit and Visser, 1993) while in our study, both jet 
fighters and helicopters are binned under “air force”. 
 
Immediate versus high tide travel distance responses 

Our results indicate that, in our study system, effects of disturbance on high tide travel distance 
are confined to immediate disturbance responses. Birds showed no additional movement beyond 
immediate displacement in response to disturbance (e.g. through flying back to the location of 
disturbance), nor did they seem to compensate spatially for immediate responses to disturbance 
(through staying still or moving less after having been disturbed). In our study system, high tide 
travel distance is strongly influenced by maximum water level since birds roughly follow a back-
and-forth trajectory dictated by the upcoming and receding tide. Water advances faster and 
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further inland during tides with a higher maximum water level, forcing birds to make a larger 
displacement within the high tide period. Upon disturbance, birds were generally observed to 
move parallel to the waterline and then to continue following their natural trajectory. Given that 
typical disturbance responses (order of magnitude of several hundred metres) are small enough 
for birds not to leave the roost site, this would explain why birds neither compensate movement 
nor show additional movement over a longer timescale in response to disturbance. 

It is important to note that the relationship between immediate and longer term 
responses to disturbance might vary between situations. For example, longer-term responses to 
disturbance could depend strongly on geographic characteristics. Our study area is a large sand 
flat without geographical boundaries, extensive parts of which are suitable for birds to roost 
(Figure 6.1). Consequently, GPS-tracked birds flew to another established roost (North, Mid or 
South) in only 3.3% of the observed disturbances. However, if a roost site is small and isolated 
(e.g. a sandbank against a dike), we expect that birds, upon disturbance, are forced to fly to other 
roost sites more frequently. Flying back to the original preferred roost site after the disturbance 
is gone would in these cases add double the immediate displacement to the total high tide travel 
distance. In such instances, maintaining multiple roosts within a network of sites would be 
important to reduce flight costs following disturbance events. Thus, we expect longer-term 
effects to be more severe in areas where roost sites are smaller, further apart and more accessible 
for disturbance sources. 

 
Implications of disturbance 

We argue that the costs of anthropogenic disturbance for roosting oystercatchers are likely to be 
small in our study area. Displacement due to current levels of anthropogenic disturbance was 
calculated to require an energy expenditure of 0.08% of the daily energy requirement for an 
individual bird, requiring an extra 30 s of foraging per day to compensate. We believe that our 
calculations are robust to the assumptions made. For example, our estimate for flight time upon 
walker disturbance (15.5 s) is similar to the flight time measured in an earlier study (21.2 s; 
Collop et al., 2016). Even if travel distances were underestimated two- or threefold in our study 
due to birds not moving in a perfectly straight line between two location measurements, the 
impact of disturbed movement on the daily energy budget would still be minimal (~ 0.2%). 
Moreover, the disturbance frequencies observed in our study area (0.17 disturbances per hour, 
excluding experimental disturbance) are under the modelled critical disturbance thresholds that 
were predicted to reduce survival in wintering oystercatchers (0.2‒0.5 disturbances per hour 
under conditions with harsh weather and low food availability) (Goss-Custard et al., 2006). 

We note that our energy calculations are based on average displacement responses of 
roosting oystercatchers on Vlieland, incorporating only a limited set of conditions. Bird species 
show great variability in responses to disturbance (Kirby et al., 1993; Smit and Visse,r 1993; 
Laursen et al., 2005; Collop et al., 2016), with larger species generally being more easily disturbed 
than smaller ones (Laursen et al., 2005; Collop et al., 2016). We observed that, in our study area, 
oystercatchers are far less susceptible to disturbance than Eurasian Curlews (Numenius arquata, 
1.6 times as many disturbances per bird per hour) and especially Bar-tailed Godwits (Limosa 

lapponica, 4.6 times as many disturbances per bird per hour) (van der Kolk et al. unpublished 
data). Thus, we emphasize that interspecific variability is crucial when deriving conclusions from 
disturbance case studies (Blumstein et al., 2005). 

Furthermore, the occurrence and character of potential disturbance sources differs per 
site. Our study area may not be representative of other inter-tidal areas in that human presence 
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is limited because of military activity. Indeed, our estimated disturbance frequency is over four 
times lower than the average 0.78 disturbances per hour reported for roosting oystercatchers 
based on observations on nine different roost sites in the Netherlands (Spaans et al., 1996). In 
our study, disturbances associated with recreation (e.g. walkers, dogs) were rare (< 10% of total 
non-experimental disturbance frequency for an individual bird) and the energy costs of such 
disturbances are likely higher on many other roosts. Jet fighters, on the other hand, were present 
on a near-daily basis (during our fieldwork period, air force trainings were held on 65% of the 
weekdays, amounting to 1.4 h of training on average per weekday). Jet fighters could therefore 
be hypothesised to impact roosting birds negative, as they have been previously (Koffijberg, 
2003; Smit and Visser, 1993). However, jet fighters rarely caused disturbance, suggesting that 
roosting birds in the study area are not highly susceptible to the activity as a result of the 
repetition and predictability of the jets’ patterns (habituation to air force activity has been 
suggested for the Vliehors and other locations in the Wadden Sea (Smit, 2004; Smit and Visser, 
1993; Teunissen, 1991). 

Finally, it is important to note that our dataset does not include some occasional but 
very strong disturbance sources. From oystercatcher GPS data we observed that large transport 
aircraft (which occur approximately three times a year, but not during our observations) cause a 
much greater flight response than does usual air traffic. Such sources, although rare, are thus 
likely to yield much higher energetic costs per disturbance and research is ongoing to understand 
how flight responses vary amongst different disturbance sources. 

 
Future outlook 

We recommend additional studies of the longer-term spatial effects of disturbance on shorebird 
communities, especially given that effects may vary strongly among sites, disturbance sources 
and species. We suggest that GPS techniques are an effective means for this since they allow for 
further exploration of spatial effects, for example by analysing even longer timescales (multiple 
days) or linking travel distance to foraging time in subsequent low tide periods (Stillman and 
Goss-Custard, 2002; Verhulst et al., 2001). By modelling disturbance effects on energy budgets 
more comprehensively, eventual impacts on survival and population dynamics could be assessed 
(Goss-Custard et al., 2006). A broader understanding of these impacts will be important for future 
decision-making for the conservation and management of shorebird populations. 

In conclusion, we presented an example of longer-term spatial responses to 
disturbances being similar to immediate responses. Although we are aware that our results 
should be treated with caution, our study indicates that at least in some cases longer-term spatial 
responses of disturbance can be derived from immediate responses. Under the observed 
conditions, disturbance frequencies of roosting oystercatchers on the Vliehors are so low that the 
effect on energy expenditure is minimal. 
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Chapter 7 

The hidden cost of disturbance: oystercatchers avoid a 

disturbed roost site during the tourist season 

Henk-Jan van der Kolk, Bruno Ens, Kees Oosterbeek, Eelke Jongejans & Martijn van de Pol 
 

Abstract 

The most obvious impact of disturbance are flight responses, which directly lead to increased 
energy expenditure and foraging time loss. However, a much harder to observe impact of 
disturbance is avoidance of frequently disturbed sites. Avoidance prevents birds from being 
disturbed directly, but may negatively impact their movement patterns and energy budgets, but 
this is challenging to study. We used GPS tracking data to study how non-breeding oystercatchers 
Haematopus ostralegus in the Wadden Sea utilised two neighbouring roost sites. One roost site 
is highly influenced by recreational disturbance whereas the other is a protected undisturbed 
sandbar. We analysed whether roost choice for the disturbed site and the probability of moving 
away from the disturbed roost site during high tide were correlated with boat activity, an index 
for the recreation pressure throughout the year. Oystercatchers often chose to roost on the 
undisturbed site, even if they were foraging more close to the disturbed roost site. The probability 
that oystercatchers chose to roost on the disturbed site was lowest in summer and early autumn, 
and significantly negatively correlated with the boat activity index, indicating that birds avoid the 
disturbed site when there is too much recreational activity. Furthermore, probability that birds 
moved away from the disturbed site during high tide was significantly positively correlated with 
the boat activity index. The choice to roost on the undisturbed site implies that birds have to fly 
an additional 8 km during one high tide period, which amounts to 3.4% additional daily energy 
expenditure. Since our study involves only one pair of roost sites and the presence of recreational 
activities is correlated with the summer season, we suggest that a larger number of roost sites is 
studied in the future to confirm whether disturbance is an important determinant of roost choice 
for shorebirds in the Wadden Sea. 
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7.1 Introduction 

Disturbance by human activities can negatively impact wildlife by increasing energy expenditure 
and altering behavioural patterns, which may ultimately decrease fitness or lower carrying 
capacity (Gaynor et al., 2018; Platteeuw and Henkens, 1997). Most noticeably, disturbance causes 
animals to elicit flight responses, resulting in additional energy expenditure and loss of foraging 
time (Frid and Dill, 2002; Platteeuw and Henkens, 1997). However, animals may also change their 
space use in response to the presence of human activities. For example, mammals have been 
shown to avoid human infrastructure (Benítez-López et al., 2010) and birds were shown to 
increase their home range on days with more human activities (Perona et al., 2019). If animals 
change their space use and avoid human activities, this may prevent them from being directly 
disturbed. However, there may be other costs associated with changing space use, including 
increased travel distances, avoidance of preferred or high-quality feeding areas, increased 
competitor densities (Rutten et al., 2010) and consequently faster depletion of food on 
undisturbed sites, all of which may contribute to increased energetic costs and lower intake. It is, 
however, challenging to study avoidance of disturbed sites and also to quantify the costs of 
avoidance, since this requires information on the quality of alternative areas (Gill et al., 2001). 

Shorebirds are an interesting case study to quantify the impacts of disturbance on space 
use, since they commute between foraging areas at low tide and roosting sites at high tide. 
Therefore, it is essential for shorebirds that there is a network of roosting sites that provides 
sufficient access to feeding sites (Dias et al., 2006). At the same time, coastal habitats that are 
inhabited by shorebirds worldwide are often also used for human activities. The presence of 
human disturbances can prevent shorebirds to use certain roosting or feeding sites (Burger and 
Niles, 2013; Burton et al., 1996; Drever et al., 2016; McCrary and Pierson, 2000; Meager et al., 
2012; Navedo and Herrera, 2012). 

High tide roost choice of shorebirds is likely determined by the energetic costs of 
commuting and the roost site characteristics (Rogers, 2003; Rogers et al., 2006a, 2006b). From 
an energetic perspective it is best to minimize the flight distance between feeding sites and 
roosting sites. Shorebirds are thus expected to roost on the site that is closest to their feeding 
grounds (Rogers et al., 2006a). Roost site characteristics, however, may make that birds choose 
to roost on further sites. Firstly, the micro-climate at the roost sites can influence their choice. 
For example, on windy days shorebirds may prefer sheltered sites (Peters and Otis, 2007) and in 
warm regions shorebirds may prefer to choose roosts on wet substrates to reduce heat stress 
during daytime (Rogers et al., 2006a). Secondly, shorebirds may choose to fly further to roost on 
sites where predation risk is lower (Conklin et al., 2008; Piersma et al., 2006, 1993; Rogers et al., 
2006a; Rosa et al., 2006). In a similar way, since birds perceive danger from the presence of 
human activities (Frid and Dill, 2002), the presence of human disturbance sources can thus 
prevent birds from choosing their optimal roosting sites. For example, dowitchers avoid roosts 
with high boat activity nearby (Peters and Otis, 2007). In other studies, no impacts of disturbance 
on roost site selection was found (Conklin et al., 2008; Johnston-González and Abril, 2019). No 
study has yet focussed on how roost choice varies throughout the year depending on trends of 
recreational disturbance, and in general studies focussing on roost choice of shorebirds are 
lacking for the Wadden Sea area. 

Eurasian oystercatchers Haematopus ostralegus winter in large numbers in the Dutch 
Wadden Sea, where they face numerous human activities. In a previous study, we observed 
disturbance frequencies at five high tide roost sites (van der Kolk et al., 2020c) that were 
influenced by either military aircraft or recreational disturbance. On one roost site 
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(‘Westerseveld’) on the Wadden island Vlieland, we observed that oystercatchers were scarce in 
summer and early autumn, even though by the beginning of August most oystercatchers have 
returned to the Wadden Sea from their breeding ground. Westerseveld is accessible for walkers, 
which frequently disturb roosting birds. In other seasons, when birds were choosing to roost at 
Westerseveld at the start of the high tide, we observed that upon disturbance birds often flew to 
Richel, a deserted sandbar located 4 km eastwards, that is protected by bird wardens. Based on 
these observations, we hypothesized that oystercatchers avoid to roost at Westerseveld in 
summer and early autumn, when many tourists are present on the island, and instead directly fly 
to Richel at the start of the high tide period. There are no other frequently used high tide roost 
sites in the vicinity, meaning that Westerseveld and Richel provide an excellent case study to 
compare roost choice between a disturbed and undisturbed location. In this study, we use GPS 
data collected in 2016-2020 to quantify (1) the probability that oystercatchers chose to roost on 
Westerseveld over Richel and (2) the probability that oystercatchers move away from 
Westerseveld during high tide. We quantified whether these variables were correlated with three 
proxies of the amount of human disturbance: (1) time of the day (day-time vs night-time), (2) day 
of the week (weekday vs weekend) and (3) an index of how recreational activity varies over the 
year derived from boat activity in the Wadden Sea.  
  
7.2 Methods 

Study system 

The oystercatcher Haematopus ostralegus is a long-lived shorebird that winters in large numbers 
in the Wadden Sea. During low tide, birds forage on intertidal mudflats and mussel bed on 
shellfish. During high tide, birds roost on elevated sand flat, dunes and dikes. The population of 
oystercatchers in the Wadden Sea has declined over the last decades, and disturbance is one of 
the potential drivers that is insufficiently studied (van de Pol et al., 2014).  

Our study focusses on the Wadden island Vlieland and the sandflat Richel in the 
Western Wadden Sea (Figure 7.1). The island counts around 1,150 inhabitants, but is annually 
visited by over 150,000 tourists. Adjacent to the only village on the island, a field enclosed by a 
dike is used as a high tide roost by oystercatchers (Westerseveld, 53.29213 °N 5.06092 °E, Figure 
7.1). Recreational disturbance is common, especially by walkers which are allowed to walk over 
the dike and thereby disturb roosting birds, and cause oystercatchers to fly up on average 0.25 
times per daylight hour (van der Kolk et al., 2020c). Richel (53.28602 °N  5.11602 °E) is a 
protected deserted sand flat for which access is denied to tourists and boats. There are no other 
sites in the vicinity that are frequently used as high tide roost sites by oystercatchers.  
 
Data collection 

GPS tracking data 

A total of 104 wintering and local breeding oystercatchers were caught with mist nets and nest 
cages on the Vliehors (53.236°N 4.934°E) and equipped with 13.5g UvA-BiTS GPS trackers 
between December 2016 and December 2018. The solar powered GPS trackers measured GPS 
locations at least once per hour when the battery was sufficiently charged. Although all birds 
were caught on the Vliehors, on the western half of the island Vlieland, many individuals regularly 
moved eastwards to forage and to roost at Westerseveld or Richel. See van der Kolk et al. (2020a, 
2020b) for more details on the GPS tracking data collection.   
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Figure 7.1 (a) Map of the study area, showing the high tide roosts Westerseveld and Richel. Points show 
locations of oystercatchers during low tide (six hours before high tide) and indicate where they were roosting 
during the upcoming high tide (blue triangles: Westerseveld, red circles: Richel), measured three hours 
before high tide. The dashed line indicates the middle between Westerseveld and Richel. When birds 
minimize their flight distance, individuals West from the line are expected to roost on Westerseveld and 
individuals East from the line are expected to roost on Richel. Dark grey colour is land, light grey colours are 
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sandflats that are exposed during low tide, white colour is sea and black lines are roads. The footpaths at 
Westerseveld are indicated by red lines. V = Village, H = Harbour. (b) Picture of Westerseveld at 15 August 
2017, where the red arrow indicates the dike that is often used as high tide roost by oystercatchers.  
 

Environmental data 

Timings of high tides were obtained from Rijkswaterstaat for Vlieland harbour, located in 
between Westerseveld and Richel. Weather variables were obtained from the weather station of 
the Royal Netherlands Meteorological Institute (KNMI) on Vlieland.  
 
Tourist data 

We used the monthly number of sailboats, recreational boats and passenger boats tracked with 
Automatic Identification System (AIS) in the Wadden Sea in 2015 as a proxy for the amount of 
recreation (Figure 7.2; data provided in Figure 3.1 in Meijles et al., 2019). The total number of 
boat tracks per month was standardized in order to obtain a ‘boat activity index’. 
 

 
Figure 7.2 Number of AIS tracks of passenger boats, recreational boats and sailboats in the Dutch Wadden 
Sea in 2015 per month. Modified from Figure 3.1 in Meijles et al (2019).  

 
Data analysis 

We aimed to analyse the probability that individuals would roost on Westerseveld (opposed to 
Richel) and the probability that birds would leave Westerseveld during high tide (presumably 
due to disturbance), with respect to the time of the day (day-time vs night-time), day of the week 
(weekday vs weekend) and boat activity index as a proxy for varying recreational activity 
throughout the year.  

For each bird and each high tide period we selected the GPS location 6 hours prior to 
the peak of high tide (i.e. around low tide) as a measure of the foraging location. We then selected 
GPS locations in hourly intervals from 3 hours before to 3 hours after hight tide, thus a total of 7 
GPS locations per individual per high tide period to study high tide roost choice and movements 
between roost sites. For each GPS location, we determined whether the bird was at Westerseveld, 
at Richel or on another location. We only kept data from high tides where birds were at 
Westerseveld or Richel for at least one hour. Since birds were captured on the Vliehors and 
mostly roosted elsewhere, only 3.2% (~1,650 out of ~51,600) of bird-high tide combinations 



112 
 

were included in this study. If birds were roosting at Westerseveld or Richel, however, there was 
a 79% chance they also used those roosts in the next high tide period. 

We derived two binary response variables for our analysis. Firstly, it was derived 
whether birds chose to roost on Westerseveld opposed to Richel 3 hours prior to the peak of high 
tide. This time is early in the high tide period and thus the probability that birds were already 
disturbed was by then relatively small. Secondly, for birds that chose to roost at Westerseveld 3 
hours prior to the peak of high tide, we derived whether birds moved away or were still present 
at Westerseveld 2 hours after the high tide peak. We measured the probability of moving away at 
2 hours after the peak of high tide instead of 3 hours after the peak since some birds returned 
from Richel to Westerseveld at the end of the high tide period before foraging on nearby intertidal 
mudflats (see Figure 7.3a in Results). Sample sizes were 1488 bird-high tides from 48 individuals 
for the initial roost choice and 411 bird-high tides from 36 individuals for the probability of 
moving away from Westerseveld during high tide. Data from 56 individuals with GPS trackers 
were not used since they never roosted on Westerseveld or Richel. 

Both variables were used as response variable in a binary logistic mixed effects model 
using bird individual as random intercept to account for individual consistency in roost site 
choice. Day of the week (weekday or weekend), time of the day (proportion of night, calculated 
as the proportion of the high tide period between sunset and sunrise) and boat disturbance index 
were added as explanatory variables. Windspeed was added as confounding variable, since we 
observed in the field that on windy days oystercatchers tended to roost more on Westerseveld, 
probably because it is sheltered (underneath a dune) compared to the open sandflat of Richel. 
Windspeed was standardized prior to analysis. In the model for the initial roost choice, the 
distance between foraging location and roost sites was included as additional explanatory 
variable. This distance variable was calculated by the distance from the foraging location (6 hours 
prior to high tide) to Richel minus the distance from the foraging location to Westerseveld. Thus, 
if this value was negative, birds were foraging closer to Richel than to Westerseveld, and were 
expected to roost on Richel instead of Westerseveld if they would minimize flight distance.  
 
7.3 Results 

Although the feeding location significantly predicted which roost birds chose (Table 7.1), birds 
often chose to roost at Richel even when their foraging location was closer to Westerseveld 
(Figure 7.1a). Birds choice to roost at Westerseveld (measured 3 hours prior to high tide) was 
significantly negatively correlated with the boat activity index (Table 7.1; Figure 7.3b). It is 
important to note that the boat activity index strongly correlates with season (Figure 7.2). 
Specifically, in summer almost all birds chose to roost at Richel instead of Westerseveld, whereas 
in winter Westerseveld was more often used (Figure 7.3a). The time of the day significantly 
affected roost choice, and birds avoided to roost at Westerseveld at night (Table 7.1). The 
probability that birds chose to roost on Westerseveld did not significantly differ between 
weekdays and weekend (Table 7.1). During windy high tides birds were more likely to roost at 
Westerseveld (Table 7.1). 

Birds that initially roosted at Westerseveld often displaced to Richel during high tide, 
possibly as a result of disturbance (Figure 7.3a). The probability of displacement was significantly 
positively correlated with the boat activity index (Table 7.2; Figure 7.3c), indicating that birds 
moved away during high tide more often in months with high levels of recreation. Birds were 
more likely to displace during night-time high tides (Table 7.2), but did not differ between 
weekdays and weekends (Table 7.2). After moving away from Westerseveld, many birds returned 
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to Westerseveld between 2 and 3 hours after high tide, shortly before the start of the low tide 
period (Figure 7.3a, between 2 and 3 hours after the peak of high tide). During windy high tides 
birds were less likely to move away from Westerseveld (Table 7.2).  

 
Table 7.1 Binomial mixed effects model predicting whether oystercatchers choose to roost on the more 
disturbed site Westerseveld (WV; 1) or on Richel (RI; 0), based on their location three hours before high tide. 
Distance to RI – WV is the distance from a bird’s foraging location during low tide (high tide – 6 hours) to 
Richel minus the distance from a bird’s foraging location to Westerseveld in km. Weekend = Weekend instead 
of Weekday as reference level. Night is the proportion of the high tide between sunset and sunrise. Windspeed 
was standardized prior to analysis. 

Predictors Odds Ratios 95% CI p 

Intercept 0.34 0.21 – 0.56 <0.001 

Distance to RI – WV 1.71 1.56 – 1.88 <0.001 

Weekend 1.30 0.93 – 1.83 0.127 

Windspeed 1.65 1.42 – 1.91 <0.001 

Night 0.08 0.05 – 0.12 <0.001 

Boat activity index 0.35 0.27 – 0.46 <0.001 

Random Effects Variances   

σ2residuals 3.29 
  

σ2Bird_ID 1.20 
  

NBird_ID 48     

Observations 1488     

Marginal R2 / Conditional R2 0.534 / 0.659  
 

 
 

Table 7.2 Binomial mixed effects model predicting whether oystercatchers moved away from Westerseveld 
during high tide when they initially chose to roost there three hours before high tide. See Table 7.1 for 
explanation of explanatory variables. 

Predictors Odds Ratios 95% CI p 

Intercept 0.92 0.47 – 1.80 0.811 

Weekend 0.76 0.42 – 1.36 0.356 

Windspeed 0.34 0.25 – 0.46 <0.001 

Night 52.0 18.6 – 146 <0.001 

Boat activity index 1.91 1.11 – 3.28 0.019 

Random Effects Variances   

σ2residuals 3.29 
  

σ2Bird_ID 0.96 
  

NBird_ID 36     

Observations 411     

Marginal R2 / Conditional R2 0.426 / 0.556 
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Figure 7.3 (a) Relative proportion of 
GPS tagged oystercatchers roosting at 
Westerseveld (compared to total 
number of oystercatchers roosting at 
Westerseveld and Richel) in four 
seasons and different timings relative 
to high tide. (b) Relation between boat 
activity index and the probability that 
birds choose to roost on Westerseveld 
three hours before high tide. (c) 
Relation between boat activity index 
and the probability that birds move 
away from Westerseveld during high 
tide. In (b) and (c), each point 
represents data from one month. All 
plots show the raw uncorrected data. 
See Tables 7.1 and 7.2 for statistical 
significance.   



115 
 

7.4 Discussion 

Our study shows that the probability of oystercatchers to roost on Westerseveld is correlated 
with an index of boat activity. The most likely explanation why birds avoid to roost on 
Westerseveld in the months when the boat activity index is high is the large number of tourists 
present on the island Vlieland, which also frequently occupy the roost site. We observed in the 
field that even when birds chose to roost at Westerseveld, they were often disturbed and then 
flew off to Richel anyway (van der Kolk et al., 2020c). These observations are reflected in the GPS 
data (Figure 7.3a), and the correlation between the probability that birds flew off and the boat 
activity index provides further evidence that the observed patterns are caused by recreational 
disturbance. Given the high levels of recreational disturbance in the Wadden Sea in summer and 
early autumn, and the high probability that birds would be disturbed eventually on Westerseveld, 
oystercatchers may therefore choose to fly to Richel immediately at the start of the high tide 
period during this time of the year. 

Our results should be interpreted with caution, since the boat activity index is highly 
correlated with seasons, and there may be alternative explanations why oystercatchers avoid 
roosting at Westerseveld in summer. A first potential explanation is that migratory raptors 
breeding near Westerseveld cause that birds avoid to roost there during summer. This is, 
however, not a likely explanation since hobby’s (Falco subbuteo) are the only migratory raptors 
breeding near Westerseveld and are no threat for oystercatchers. Secondly, differences in 
microclimate between roost sites may affect roost choice. Shorebirds have been shown to prefer 
to roost on cool and wet substrates in warm weather, probably to avoid heat stress (Rogers et al., 
2006a). Indeed, in the warm summer months oystercatchers may prefer to roost at Richel where 
it is easy to stand on wet substrates in or near the water, whereas at Westerseveld the presence 
of a dike prevents birds to roost on a wet substrate.  

We expected that birds may roost more often at night at Westerseveld, when levels of 
human disturbance are lower. However, we found the opposite pattern and oystercatchers 
avoided to roost at Westerseveld during night-time. Previously, roost choice has been shown to 
differ between day and night for shorebirds, which has been linked to predation risk (Piersma et 
al., 2006; Rogers et al., 2006a). Indeed, oystercatchers may perceive roosting at Westerseveld 
more dangerous at night, for example due to ground predators (e.g. cats), compared to the 
deserted sandbar Richel where no ground predators occur.  

Some previous studies have shown how space use of animals is more severely affected 
during weekends than during weekdays (Bautista et al., 2004; Pirotta et al., 2018), but we did not 
find a ‘weekend effect’. An explanation for the absence of such an effect is that most recreational 
disturbance is caused by tourists which may reside on the island, due to which recreational 
activities occur both during weekdays and weekend. Other factors, e.g. weather, may be more 
important in determining  whether or not the roost site at Westerseveld is disturbed by tourists.  

On windy high tides oystercatchers were more likely to roost and stay on Westerseveld, 
which is a sheltered site in contrast to the open sandflat Richel. It was found in other studies as 
well that waders prefer sheltered roost sites on windy high tides (Peters and Otis, 2007). 
Additionally, in our study area strong winds often cooccur with high water levels, which results 
in a large part of Richel to flood, leaving little space for the birds to rest.  

Birds that forage west of Westerseveld and roost at Richel have to commute over larger 
distances which has a large impact on their energy expenditure. The extra flight distance amounts 
to 8 km (forth and back from Westerseveld to Richel) in a high tide period, and given that 
oystercatchers have an average flight speed of 12ms-1 (Linssen et al., 2019) and flight costs are 
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36Js-1 (Pennycuick, 2008), this amounts to a flight time of 11 minutes and an additional energy 
expenditure of 24kJ. Given that an oystercatcher with a weight of 550g has a daily energy 
expenditure of about 700kJ (Zwarts et al., 1996), roosting on Richel instead of roosting at 
Westerseveld increases daily energy expenditure by 3.4%. These costs are about tenfold the 
energetic costs of normal levels of aircraft, recreational and natural disturbances at high tide 
roost sites in our study area, which increase daily energy expenditure by 0.2-0.6% per high tide 
period (van der Kolk et al., 2020c). 

When measuring the impact of disturbance on bird populations, it is important to 
understand the connectivity between foraging and roosting areas to determine which areas are 
potentially underutilized. Our study provides an example of a roost site that is underutilized 
during the months with highest levels of recreational activities, likely due to human disturbance. 
However, our case study focusses on only two roost sites. We encourage future studies to include 
multiple roost and foraging sites with varying levels of human disturbance to understand the 
extent at which roost choice of shorebirds in the Wadden Sea is influenced by the presence of 
human activities. As we have showed in our example, avoidance of disturbed roost sites may 
result in substantial additional energetic costs for wintering shorebirds when they need to 
commute to undisturbed roost sites that are further away from their feeding grounds. 
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Abstract 

Feeding specialization is a common cause of individual variation. Fitness payoffs of specialization 
vary with environmental conditions, but the underlying behavioral mechanisms are poorly 
understood. Such mechanistic knowledge, however, is crucial to reliably predict responses of 
heterogeneous populations to environmental change. We quantified spatiotemporal allocation of 
foraging behavior in wintering Eurasian oystercatchers (Haematopus ostralegus), a species in 
which feeding specialization can be inferred from bill shape. We combined global positioning 
system (GPS) and accelerometer data to quantify foraging time of 64 individuals for every tidal 
period in one or two winter seasons. Individuals varied widely in foraging time (3.7–6.5 h per 
tidal period) and individuals that spend more time foraging had lower inferred survival. Feeding 
specialization appeared a major determinant of individual variation in foraging time and its 
spatiotemporal allocation. Visually hunting worm specialists foraged more during day time and 
complemented intertidal foraging with grassland foraging when the exposure of intertidal flats 
was limited and nights were well illuminated. Shellfish specialists increased total foraging time 
in cold weather, whereas foraging time of worm specialists decreased as frosty grasslands 
became inaccessible. Our results imply that worm specialists may be most sensitive to cold snaps 
and daytime disturbance, whereas shellfish specialists are most sensitive to high water levels. 
These behavioral responses can be implemented in population models to predict the 
vulnerability of heterogeneous populations to environmental change and, thereby, provide a 
shortcut to long-term population studies that require fitness data across many years and 
conditions to make similar projections. 
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8.1 Introduction 

Individuals vary in the expression of their mean phenotype (physiology, behavior, or 
demographic rate), as well as in their phenotypically plastic responses to environmental 
conditions. Understanding such variation is important for evolutionary and ecological dynamics. 
If individuals vary, and this phenotypic variation has a heritable basis and results in differential 
fitness, this may lead to an evolutionary response. Furthermore, individual variation can affect 
population dynamics as it may cause that the mean performance of all individuals is different 
from the performance of an individual with the average phenotype (Bolnick et al., 2011). 

One well-studied aspect in which individuals vary is feeding specialization (Araújo et 
al., 2011; Bolnick et al., 2003; Ceia and Ramos, 2015; Durell, 2000). Commonly, individuals 
specialize in different foraging techniques, for example, using different feeding methods to obtain 
the same food source, or in different diets, for example, by foraging on a limited selection of food 
sources (Annett and Pierotti, 1999; Bolnick et al., 2003; Durell, 2000). Feeding specialization may 
affect fitness through its effects on foraging efficiency (Terraube et al., 2014), foraging time (Cook 
et al., 2006), and mortality risk (Coleman and Wilson, 1998; Darimont et al., 2007). Fitness 
consequences of specific feeding specializations, however, may vary depending on environmental 
conditions and available food sources as well as competition (Beukema et al., 1993; Darimont et 
al., 2007; Durell, 2000; Goss-Custard and Durell, 1988). Such fluctuating selection pressures may 
promote the maintenance of feeding specialization diversity (van de Pol et al., 2010). 

Foraging time may be an important determinant of fitness associated with feeding 
specialization but how may depend on the situation. Feeding specializations that target profitable 
food sources, or use an efficient feeding technique, may need little time to meet their energy 
requirement and can, thus, shorten their foraging time (Araújo and Gonzaga, 2007). However, 
restricted accessibility of a food source (e.g. in intertidal areas) might also limit foraging time 
(Durell, 2000), the extent of which can vary with environmental conditions (e.g. fluctuating water 
levels). In such cases, foraging time is restricted to the period in which the food source is 
available. Consequently, individuals with the shortest foraging time are not necessarily the most 
efficient individuals. 

Not only total foraging time but also the foraging time allocation may differ 
spatiotemporally among feeding specializations. For example, individuals with different feeding 
techniques might allocate their foraging time differently over the day. Individuals that exclusively 
search for prey by sight are less efficient in dark nights (Sitters, 2000) and, consequently, it would 
be expected that those individuals allocate more foraging time to the day. An individual’s feeding 
specialization may also influence where they forage as various food sources occur at different 
places in the landscape. 

Comparisons of foraging time allocation of different feeding specializations under 
varying environmental conditions may reveal under which conditions individuals are most 
vulnerable. There are, however, very few studies that quantify foraging time differences among 
feeding specializations (Grantham et al., 1995) or even among-individual variation in foraging 
time (Daunt et al., 2014; Kato et al., 2000). This is likely due to the need to measure a substantial 
number of individuals with different feeding specializations over a prolonged period of time, 
representative of a wide range of environmental conditions, in all available feeding areas and 
during both day and night. This only recently became possible with advances in biologging and, 
specifically, the combined use of accelerometers (Yoda et al., 1999) and global positioning system 
(GPS) locations, enabling one to study animal behavior continuously by simultaneously 



123 
 

quantifying time budgets and habitat usage (Brown et al., 2013; Daunt et al., 2014; Ropert-
Coudert et al., 2004; Watanabe et al., 2012). 

Here, we studied the consequences of feeding specialization for foraging time of 64 
Eurasian oystercatchers (Haematopus ostralegus) using biologging for up to two nonbreeding 
seasons in the Dutch Wadden Sea estuary. The oystercatcher is a well-studied model system for 
the evolution and population level consequences of feeding specialization in the wild (Goss-
Custard, 1996). Oystercatchers show individual and sex-specific specialization in foraging 
behavior that results in a gradient of bill tips with different shapes (Norton-Griffiths, 1967; 
Swennen et al., 1983; van de Pol et al., 2009). Feeding specialists range from worm and soft-
shelled shellfish feeders (“worm specialists”), with a low bill tip height, to hard-shelled shellfish 
feeders (“shellfish specialists”), with a high bill tip height (Durell et al., 1993; van de Pol et al., 
2009). Foraging habitat is known to differ among feeding specializations: although both worm 
and shellfish specialists predominantly feed on intertidal flats, worm specialists also feed on 
inland grasslands (Caldow et al., 1999; Durell et al., 2001; Goss-Custard and Durell, 1983; Sitters, 
2000). 

Feeding specialization in oystercatchers may also have fluctuating fitness consequences 
because worm specialists had a lower survival during cold winters than shellfish specialists in 
the United Kingdom (Durell, 2007; Durell et al., 2001), whereas a study from the Netherlands 
reported the opposite trend (van de Pol et al., 2010). A better understanding of the underlying 
mechanisms of how individuals with different feeding specializations adapt to different 
environmental conditions may improve our understanding of the variety of fitness patterns 
previously reported or may generate new testable hypotheses on how fitness payoff may vary 
spatiotemporally. However, these mechanisms are at the moment poorly understood. Therefore, 
we investigated the following four research questions: First, how much do individuals vary in 
their tidal foraging time in winter? Second, is foraging time associated with survival? Third, how 
much of this individual variation can be explained by feeding specialization? Finally, do birds with 
different feeding specializations allocate their foraging differently over time and space and does 
this make some foraging strategies more susceptible to environmental change? We will 
specifically explore how foraging time depends on 1) the exposure time of intertidal areas, 2) 
temperature, and 3) day–night patterns as this may inform us how individuals vary in their 
sensitivity to, respectively, global warming, sea-level rise, and disturbance (which mostly acts 
during daytime). 

 
8.2 Methods 

Study area 

The study was conducted in the western Dutch Wadden Sea estuary, comprising the islands 
Vlieland, Texel (northern half), and Griend and the surrounding intertidal flats (Figure 8.1). The 
majority of the study area consists of intertidal flats that are accessible to oystercatchers during 
low tide, whereas inland grasslands on Texel and Vlieland provide alternative foraging sites, for 
example, during high tide. 
 
Data collection 

We determined foraging time per tidal period (the period between two consecutive high-tide 
moments) by equipping birds with GPS trackers. Wintering oystercatchers were caught with mist 
nets on the western half of Vlieland in December 2016–January 2017 (n = 20) and December 
2017 (n = 42), after which they were color-banded and equipped with GPS trackers. Birds in poor 
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condition (<500 g) and birds with noticeable bill deformities (such as crossbill, gap in bill, and 
large asymmetry between upper and lower bills) were not equipped with a GPS tracker. None of 
the adult birds caught in winter were local breeding birds but bred in inland areas of the 
Netherlands and Germany, or in Scandinavia, which we confirmed by visually inspecting GPS 
tracks of the breeding season. Additionally, 20 local breeding oystercatchers were caught on the 
nest and equipped with trackers between May and July 2017. Eleven trackers did not generate 
any data (individual bird details in Table S1). 

 
Figure 8.1 Study area including the Wadden Islands Vlieland and Texel, intertidal flats and grasslands (note 
the small grassland area on Vlieland). On Texel only grasslands are indicated which were used by 
oystercatchers. 

 
In all analyses, we used bill tip height (measured 3 mm from the bill tip using a caliper) 

as a continuous proxy for the type of feeding specialization of an individual (van de Pol et al., 
2009). For presenting our results in figures we used categories for visual reasons only: worm 
specialists (pointed bill shape), Intermediate (pointed chisel bill shape), and shellfish specialists 
(chisel or blunt bill shape). The corresponding bill shapes were determined in the field based on 
bill tip height, width, and shape (van de Pol et al., 2009) and corresponded with bill tip height 
ranges of 2.3–3.3, 3.0–4.9, and 4.3–5.7 mm for pointed, pointed chisel, and chisel or blunt bill 
shapes, respectively. The sex of a bird was determined by DNA analysis of a small blood sample 
taken from the wing vein. Age class (juvenile, second winter or adult) was determined based on 
morphology (Cramp et al., 1983). Standard biometry measurements were taken, of which tarsus-
toe length was used as a proxy for body size. 

The UvA-BiTS GPS trackers we used collected data on both location and behavior of 
birds (Bouten et al., 2013). The tracker (13.5 g) included a rechargeable battery, solar panel, and 
accelerometer and was attached on the back using a Teflon harness (2 g), in total weighing 15.5 
g (2.00–3.14% of the mass of the oystercatchers; mass range 494–774 g; Figure 8.2a). See Box 1 
for a preliminary analysis and discussion on the effect of equipping GPS trackers on oystercatcher 
behaviour and survival. The trackers sampled GPS positions in 5–60-min intervals. A 0.35-s 
accelerometer sample (20 Hz; triaxial measuring surge X, sway Y, and heave Z) was measured at 
least every 10 min, independent of the GPS interval. GPS positions were used to determine the 
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foraging habitat and accelerometer samples were used to classify behavior (see below). When 
the battery of the tracker was empty, which happened most often between November and 
January, no GPS or accelerometer measurements were taken until it was recharged. All data 
collected by the tracker were stored on internal memory and downloaded via a radio antennae 
network (Bouten et al., 2013) permanently present on Vlieland during the study period. Ring 
readings in the study area were done throughout the year on the islands Vlieland and Texel to 
detect individuals with a defective tracking device. We used ring readings (registered by us and 
volunteers on www.wadertrack.nl) in combination with detection by the antenna system to 
determine apparent survival. 

We annotated accelerometer data using video recordings and used a machine learning 
approach to classify accelerometer samples into distinct behaviors (Shamoun-Baranes et al., 
2016, 2012). GPS-equipped oystercatchers were filmed on Vlieland from March to July 2017, 
when the tracker batteries were fully charged. The GPS tracker settings were adjusted before the 
filming events to record 10-s 20-Hz accelerometer samples (i.e., 200 accelerometer 
measurements) in 20–60-s intervals (Figure 8.2b). Accelerometer data were synchronized with 
the recordings and then annotated into five behaviors (Supplementary Table S2): flying, walking, 
foraging, preening, and inactive. Extra flight behavior samples were selected based on GPS speed 
(speed >10m/s) and visual inspection of the accelerometer data (see Supplementary Table S2; 
see how flight behavior can be easily recognized) to increase the number of flight behaviors in 
the annotated accelerometer data set. Washing and aggressive behavior were not included in the 
classification under the assumption that these behaviors occurred very rarely during winter 
(even during the postwinter observations and filming, washing and aggressive behavior were 
rarely observed). 

The annotated accelerometer data were subsequently used to train a random forest 
algorithm (Breiman, 2001) using summary features of the accelerometer samples 
(following Shamoun-Baranes et al., 2016). The annotated accelerometer data were split into 
0.35-s samples (seven accelerometer measurements), yielding in total 33 107 annotated samples. 
The samples were divided into training (24 929 samples) and testing (8178 samples, individuals 
other than in training data set) data sets to construct the classification models (Supplementary 
Table S3). We calculated 33 statistical summary features from the accelerometer samples, which 
are described in Shamoun-Baranes et al. (2016; see also Supplementary Table S4). The most 
relevant features were selected by constructing 10 decision trees using C4.5 machine learning 
algorithm (Quinlan, 2014) using 300 random samples of each behavior from the training data set. 
The features that occurred in the top four nodes in any of the trees were retained, whereas the 
other features were excluded. This process was done three times (Shamoun-Baranes et al., 2016). 
The 15 retained features (Supplementary Table S4) were used to train a random forest with 50 
trees using 1716 samples (the minimum available for all behaviors) for all five behaviors. 

The testing dataset was used to calculate the prediction accuracy of the random forest 
model. Prediction accuracy was 94.6% (n = 8.178; κ = 0.927; Supplementary Table S5) and 
especially high for foraging, flying, inactive, and preening behavior. Walking was sometimes 
confused with foraging as prey searching by sight (foraging) is identical to a slow walking 
behavior and even in the field not always distinguishable. True walking behavior, however, 
occurs often during the breeding season when oystercatchers tend to walk a lot inside their 
territory. Because our study focused on the nonbreeding season, we assumed that predicted 
walking behavior in winter was actually most often foraging behavior. Indeed, the pattern of 
foraging and walking behaviors over the tidal period was very similar (Supplementary Figure S1 
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in online supplementary material), which would not be the case if walking often occurred during 
high tide (e.g., at high-tide roost sites). We, therefore, combined foraging and walking behavior 
into one foraging class. In this study, we focused on foraging time (compared with other 
behaviors); our classification model distinguished foraging (including walking) from other 
behaviors correctly in 98.7% of all cases (n = 8178; κ = 0.973; Figure 8.2c). 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.2 (a) Oystercatcher with UvA-BiTS GPS tracker 
showing tri-axial acceleration (X: red, Y: blue, Z: green). 
(b) Example of a 10s acceleration sample of a foraging 
bird obtained for calibration of the accelerometer. (c) 
Random Forest behaviour classification accuracy, 
separating foraging (including walking) behaviour from 
other behaviours. (d) Example of a time budget of one 
individual (intermediate specialisation) showing 
intertidal (IT) and grassland (GL) foraging during day 
and night. Tidal foraging time was calculated between 
two consecutive high tides (highlighted in black). 
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Based on GPS locations and behavior classifications, intertidal and grassland foraging 
time (hours) was calculated for every bird for every tidal period (Figure 8.2d). A tidal period was 
defined as the period between two consecutive high-tide moments at Vlieland Haven 
(Rijkswaterstaa, www.waterinfo.rws.nl); thus, each tidal period (~12.4 h) covered a single low 
tide. All behavior measurements within a tidal period were weighed based on the interval 
between consecutive measurements, and the intervals of foraging behaviors were summed to 
acquire one total foraging time estimate per tidal period. 

In winter, GPS fixes were taken with hourly intervals to save battery and extra behavior 
measurements were taken in between with 10-min intervals. Consequently, locations for 
behavior measurements were then derived from the closest GPS fix. This did, probably, not 
strongly affect estimates of intertidal and grassland foraging time as oystercatchers did not 
frequently switch between the foraging habitats. Using only the GPS fixes collected with 5-min 
intervals, we estimated that switching oystercatchers stayed on average for 21.8 consecutive h in 
intertidal areas and 11.3 consecutive h (approximately one tidal period) in grasslands. 

To correct for environmental variables, daily weather data was obtained from the Royal 
Netherlands Meteorological Institute weather station at Vlieland. Daily moon illumination values 
were obtained via the lunar.illumination function in the lunar package in R. 

 
Statistical analysis 

We focused our analyses on the nonbreeding season (1 August to 31 March). We omitted data if 
1) it concerned the first five tidal periods after the oystercatcher was equipped with a GPS tracker 
(n = 279 tidal foraging time estimates), 2) there were less than 70 behavior measurements in the 
tidal period (n = 459), 3) the maximum interval between two behavior measurements was more 
than 20 min (n = 537), or 4) one or more GPS positions were outside the study area (Figure 
8.1; n = 769). We subsequently removed seven birds from the analysis that had fewer than 30 
tidal foraging time estimates (n = 95). In total, we retained 8704 tidal foraging time estimates 
from 661 tidal periods and 64 birds (15, 29, and 20 worm, intermediate, and shellfish specialists, 
respectively; Table S1 in online supplementary material). 

We analyzed both intertidal foraging time and total (intertidal + grassland) foraging 
time as a response variable. First, we examined whether foraging time was related to survival. 
Then, we examined which environmental factors influenced foraging time and quantified among-
individual variation in foraging time. Then, we examined how much of the among-individual 
variation could be explained by individual traits, especially feeding specialization, and by 
different foraging strategies of individuals with different feeding specializations. All analyses 
were performed in R 3.3.2 (R Core Team, 2016). 

For birds caught in winter 2016–2017 and summer 2017, we investigated whether 
foraging time was associated with apparent survival using binary logistic regression based on 
whether oystercatchers were recorded (either by GPS tracker or ring reading in the field) 1 year 
after release (Table S1 in online supplementary material). 

We used linear mixed-effects modeling to correct for environmental factors that affect 
intertidal and total foraging time per tidal period. Intertidal and total tidal foraging times (in 
hours) were separately used as response variables. Bird ID was included as random intercept. 
The following variables were included as explanatory variables: Winter (2016–2017 or 2017–
2018), Proportion night (0–1, where 1 indicates that the whole tidal period was between sunset 
and sunrise), Moon illumination (0–1, where 1 is full moon) and the linear and squared terms 
of Seasonday (1 August = day 1), Temperature (mean daily temperature in °C), Windspeed (mean 
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daily windspeed in kilometers per hour), Proportion intertidal flat exposure (proportion of time 
when water level <−10 cm Amsterdam Ordnance Datum [NAP]), Proportion intertidal flat 

exposure previous 10 tides (Supplementary Table S6). We included the intertidal flat exposure 
over the previous 10 tides to determine whether birds compensated in foraging time after 
prolonged periods of high water levels. The variables Seasonday, Temperature, 
and Windspeed were z-transformed prior to analysis. We used an information theoretic model 
selection approach using Akaike’s Information Criterion (AIC) (Burnham and Anderson, 2004). 
Models with all possible combinations of predictor variables were run and the model with the 
lowest AIC was selected for both the intertidal and total foraging time and used in further 
analyses. This approach yielded the same environmental base models as when we used backward 
selection based on P values, indicating that the environmental base models were not depending 
on the selection procedure. Full model details and P values of all variables are provided 
in Supplementary Table S7. The residual distributions of the environmental base models (one for 
each of the two response variables) were visually checked for normality (Supplementary Figure 
S2). The variance estimate of Bird ID as random intercept provided an estimate of the among-
individual variation in foraging time. 

Subsequently, we quantified how much the following five individual traits explained of 
the among-individual variation in intertidal or total foraging time by adding them to the 
environmental base models: 1) Bill tip height (millimeter), 2) Sex (Male or Female), (3) Age 

class (Juvenile (first winter), Subadult (second winter) or Adult (third winter and older; birds can 
age over seasons), (4) Tarsus-toe length (millimeter; measure for bird size), and (5) Breeding 

site (local breeder on Vlieland or nonlocal breeder; Supplementary Table S6). Z-transformation 
of Tarsus-toe length and Bill tip height was applied prior to analysis. Models were constructed in 
which each of the traits was added singly and where all traits were added simultaneously to the 
environmental base models. We tested for significance of fixed terms using Wald chi-square tests 
by comparing models with one dropped term against the full model for the model including all 
individual traits. We compared the marginal R2 (R2m, explained variation of fixed effects) and the 
conditional R2 (R2c, explained variation of fixed and random effects) (Nakagawa and Schielzeth, 
2013) of all constructed models with the environmental base models to quantify the explained 
among-individual variation in foraging time by individual traits. We calculated 1) additional 
variation explained by fixed effects (R2m model − R2m base model), 2) individual variation not 
explained by individual traits (R2c model − R2m model), and 3) individual variation explained by 
adding individual traits as explanatory variables ([R2c base model − R2m base model] − [R2c model 
− R2m model]). 

To determine whether individuals with different feeding specializations differed in 
foraging time allocation, we constructed six models for intertidal and total foraging time, 
including interactions between bill tip height and environmental factors: Bill tip height in 
interaction with 1) Proportion intertidal flat exposure, 2) Proportion intertidal flat exposure 

previous 10 tides, 3) Temperature, 4) Proportion night, 5) Proportion night and Moon 

illumination (three-way), and 6) all interactions mentioned before. We tested for significance of 
fixed terms using Wald chi-square tests by comparing models with one dropped term against the 
full model for the model including all interactions. We calculated additional variation explained 
by the fixed effects and individual variation not explained by individual traits based 
on R2m and R2c values (see above). 

 



129 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.3 (a) Histogram of 
mean total (intertidal + 
grassland) foraging time 
per individual. Mean 
intertidal and grassland 
foraging time ± SE for total 
foraging time for (b) birds 
that were re-sighted or not 
re-sighted one year after 
the catch (n = 29), (c) 
different specialisations (n 
= 64), (d) sex (n = 64), (e) 
age class (n = 64) and (f) 
local or non-local breeding 
sites (n = 64). 
 

8.3 Results 

Individual variation in foraging time 

Mean individual foraging time ranged between 3.66 and 6.51 h per tidal period (lower quantile = 
4.18 h, median = 4.62 h, upper quantile = 5.14 h; Figure 8.3a). A total of 16.5% and 16.9% of 
variation in intertidal (standard deviation [SD] among individuals = 0.64 h) and total foraging 
time (SD = 0.62 h) could be attributed to among-individual variation, respectively (Table 8.1). 
There was no indication that the amount of individual variation was inflated by sampling variance 
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(i.e., individual variability was independent of sample size; Supplementary Figure S3). All 
environmental variables except Winter were retained in the environmental base models for 
intertidal and total foraging time when estimating the amount of individual variation (Table 8.2). 
 
Table 8.1 Variation in foraging time explained by environmental base model, individual traits and by 
interactions of bill tip height with environmental variables. The table provides estimates of additional 
variation explained by fixed factors in comparison to the environmental base models (Δ variation explained), 

explained individual variation by individual traits (Explained ind. var.), individual variation that remains 

unexplained (Unexplained ind. var.) (see methods for calculations) and the marginal R2 (R2
m) and conditional 

R2 (R2
c). Explained individual variation was not calculated for models with interactions as R2 was affected by 

both environmental variables and bill tip height. bth = Bill tip height. 
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  environment (base model)     16.5% 0.268 0.432     16.9% 0.218 0.387 
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environment + bth -0.2% -0.5% 16.9% 0.266 0.435 3.8% 3.7% 13.2% 0.257 0.389 

environment + sex -0.1% -0.4% 16.9% 0.267 0.435 1.6% 1.3% 15.6% 0.234 0.387 

environment + age class 0.5% 0.7% 15.8% 0.273 0.430 0.1% 0.2% 16.7% 0.219 0.387 

environment + tarsus-toe 0.3% 0.0% 16.5% 0.271 0.436 0.1% -0.1% 17.0% 0.219 0.389 

environment + breeding site 3.2% 2.8% 13.7% 0.299 0.436 1.0% 0.9% 16.0% 0.229 0.389 

environment + all individual traits 4.3% 4.3% 12.2% 0.311 0.432 5.4% 5.2% 11.8% 0.273 0.390 
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environment + bth*exposure 0.2%  17.1% 0.270 0.441 4.8%  13.1% 0.267 0.397 

environment + bth*10-tide exposure 0.5%  16.9% 0.273 0.442 4.8%  12.9% 0.266 0.395 

environment + bth*temp -0.1%  16.8% 0.266 0.435 5.6%  12.3% 0.274 0.397 

environment + bth*night 1.8%  15.9% 0.286 0.445 4.1%  13.1% 0.259 0.390 

environment + bth*night*moon 1.9%  15.9% 0.287 0.446 4.4%  13.1% 0.263 0.394 

environment + all bth interactions 3.0%   15.0% 0.298 0.448 6.5%   12.4% 0.283 0.407 

 
Foraging time and apparent survival 

Birds that were not recorded 1 year after they were released (n = 9) had a longer intertidal 
foraging time (χ 2 = 6.2, degrees of freedom [df] = 1, P = 0.013) and total foraging time (χ 2 = 5.8, 
df = 1, P = 0.016) than those that were observed (n = 20; Figure 8.3b). 
 
Individual traits determining foraging time 

Bill tip height explained 21.9% of the individual variation in total foraging time (3.7% out of 
16.9% variation that could be attributed to among-individual differences; Table 8.1). Bill tip 
height significantly explained variation in total foraging time but not intertidal foraging time 
(Table 8.2; Figure 8.3c). Birds with a lower bill tip height foraged longer, which could be 
attributed to grassland foraging (Figure 8.3c). Intertidal foraging time was longer in young birds 
and local breeders but there was no variation between sexes (Table 8.2; Figure 8.3d–f). Breeding 
site explained 17.0% of variation of the individual variation in intertidal foraging time (2.8% out 
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of 16.5%; Table 8.1). Although sex by itself explained 7.7% of individual variation in total foraging 
time (1.3% out of 16.9%; Table 8.1), it was not significant in the model with all individual traits 
(Table 8.2) as sex and bill tip height were highly correlated (r = 0.65). The difference between 
local and nonlocal breeders was less pronounced in total foraging time as nonlocal breeders 
foraged longer on grasslands (Table 8.2; Figure 8.3f). All five individual traits combined 
accounted for 26.1% (4.3% out of 16.5%) and 30.7% (5.2% out of 16.9%) of the among-individual 
variation for intertidal and total foraging time, respectively. 
 
Table 8.2 Linear mixed model for intertidal foraging time (R2=0.432) and total foraging time (R2=0.390) per 

tidal period in hours using environmental and individual traits as explanatory variables. Environmental 
variables were selected based on AIC comparison of models with all possible combinations of environmental 
variables and using bird individual as a random intercept. Reference categories for sex, age class and breeding 
sites were female, adult and non-local breeder, respectively. Seasonday, temperature, windspeed, tarsus-toe 
and bill tip height were Z-transformed. Variance (σ2) of the random effect, bird individual (n=64), was 0.307 
and 0.272 for the intertidal and total foraging time models respectively. 

    Intertidal Foraging Time Total Foraging Time 

    Estimate SE df χ2 sig. Estimate SE df χ2 sig. 

 Intercept 3.18 0.23    4.76 0.22    

E
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winter -     -     

seasonday -0.17 0.03 1 34.7 *** -0.15 0.03 1 26.9 *** 

seasonday2 -0.18 0.02 1 57.3 *** -0.22 0.02 1 79.6 *** 

temperature -0.23 0.04 1 32.4 *** -0.18 0.04 1 21.4 *** 

temperature2 -     -     

windspeed 0.13 0.02 1 54.1 *** 0.19 0.02 1 120.1 *** 

windspeed2 -     0.05 0.01 1 17.9 *** 

exposure 7.07 0.33 1 400.9 *** 6.72 0.35 1 357.7 *** 

exposure2 -4.87 0.38 1 146.7 *** -5.66 0.41 1 191.0 *** 

10-tide exposure 6.20 0.79 1 60.0 *** 2.84 0.78 1 13.1 *** 

10-tide exposure2 -7.90 0.84 1 84.4 *** -5.44 0.84 1 41.7 *** 

night -3.32 0.08    -3.42 0.08    

moon -0.73 0.08    -0.96 0.08    

night*moon 1.13 0.12 1 88.5 *** 2.07 0.12 1 295.7 *** 

In
d
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u
a

l 
tr

a
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bill tip height -0.02 0.09 1 0.1 ns -0.27 0.08 1 10.5 ** 

sex (male) -0.03 0.19 1 0.0 ns -0.08 0.18 1 0.24 ns 

age class   2 8.6 *   2 5.0 ns 

   juvenile 0.38 0.13    0.26 0.13    

   subadult 0.14 0.09    0.06 0.09    

tarsus-toe 0.12 0.07 1 1.6 ns 0.08 0.07 1 1.6 ns 

breeding site (local) 0.79 0.19 1 4.2 *** 0.42 0.17 1 6.0 * 

sig. = *: 0.05 > P > 0.01, **: 0.01 > P > 0.001, ***: P < 0.001  

 
Differential responses of feeding specializations to environmental conditions 

Feeding specialists showed clear differences in foraging time responses to three environmental 
conditions (intertidal flat exposure, temperature, and day and night) (Figure 8.4). During 
relatively high low tides (e.g., during bad weather) intertidal feeding areas were exposed for a 
shorter period than normal. Shellfish specialists’ (high bill tip height) total foraging time was 
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lower during tides with low intertidal exposure, whereas worm specialists (low bill tip height) 
slightly increased their total foraging time by grassland foraging (Figure 8.4b; Table 8.3). Worm 
specialists foraged less on intertidal flats and more on grasslands when intertidal flat accessibility 
was limited over prolonged periods (Figure 8.4c; Table 8.3). 
 
 
Table 8.3 Linear mixed model for intertidal foraging time and total (intertidal + grassland) foraging time per 
tidal period in hours using environmental factors and feeding specialization as explanatory variables, 
including their interaction. Environmental factors were selected based on AIC comparison of models with all 
possible combinations of environmental factors and using bird individual as random intercept. Seasonday, 
temperature, windspeed and bill tip height (bth) were Z-transformed. Variance (σ2) of the random effect, bird 
individual (n=64), was 0.363 and 0.275 for intertidal and total foraging time model, respectively. 
  

    Intertidal Foraging Time Total Foraging Time 

    Estimate SE df χ2 sig. Estimate SE df χ2 sig. 

 Intercept 3.26 0.21       4.89 0.21       

E
n
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ir
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n
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e

n
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winter  -          -         

seasonday -0.14 0.03 1 25.6 *** -0.18 0.03 1 37.8 *** 

seasonday2 -0.19 0.02 1 64.5 *** -0.22 0.02 1 87.6 *** 

temperature -0.18 0.04     -0.16 0.04     

temperature2  -       -      

windspeed 0.13 0.02 1 60.4 *** 0.17 0.02 1 109.7 *** 

windspeed2  -      0.05 0.01 1 16.2 *** 

exposure 7.47 0.35     6.36 0.35     

exposure2 -5.17 0.41     -5.28 0.40     

10-tide exposure 6.68 0.78     3.31 0.78     

10-tide exposure2 -8.39 0.84     -6.00 0.84     

night -3.45 0.08     -3.52 0.08     

moon -0.72 0.08     -0.98 0.08     

night*moon 1.14 0.12       2.16 0.12       
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e
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bth 0.89 0.19       -0.90 0.19     

bth*night 0.60 0.08     0.64 0.08     

bth*moon -0.07 0.08     0.16 0.08     

bth*night*moon 0.24 0.12 1 4.3 * -0.71 0.12 1 37.8 *** 

bth*temperature -0.07 0.02 1 8.9 ** -0.08 0.02 1 11.9 *** 

bth*exposure -0.77 0.26 1 9.0 ** 1.33 0.26 1 27.1 *** 

bth*exposure2 0.19 0.29 1 0.4 ns -0.71 0.72 1 10.4 ** 

bth*10-tide exposure -4.23 0.72 1 34.4 *** 1.46 0.77 1 1.0 ns 

bth*10-tide exposure2 4.05 0.77 1 27.7 *** -0.92 0.29 1 3.6 ns 

sig. = *: 0.05 > P > 0.01, **: 0.01 > P 0.001, ***: P < 0.001 
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Figure 8.4 (a) Foraging time budget examples of oystercatchers with different specialisations. Intertidal and 
grassland foraging time ± SE for total foraging time for different feeding specialisations for (b) different 
intertidal flat exposure proportions (proportion low water), (c) average intertidal flat exposure proportions 
over the previous 10 tides, (d) different temperatures, (e) day-time (D, proportion night = 0-0.25) and night-
time (N, proportion night = 0.75-1) tidal periods in full (moon illumination = 0.75-1) and new moon (moon 
illumination = 0-0.25) periods. For significance of effects see Table 3. 

 
On cold days, shellfish feeders increased their total foraging time, whereas foraging time 

of worm feeders decreased (Figure 8.4d; Table 8.3). For all individuals, intertidal and total 
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foraging time was longest during daytime tides (Table 8.2; Figure 8.4e). Worm specialists foraged 
longer than shellfish specialists during daytime tides (Figure 8.4e; Table 8.3). During the night, 
foraging time was similar among feeding specializations around new moon periods but, around 
full moon, worm feeders foraged longer, which could mainly be attributed to grassland foraging 
(Figure 8.4e; Table 8.3). 

More (6.5%) variation in total foraging time was explained by fixed variables in the 
model that included bill tip height in interaction with night, intertidal flat exposure, and 
temperature than in the base model with only environmental variables (Table 8.1). Feeding 
specialization in interaction with environmental variables explained 26.6% of among-individual 
variation in total foraging time (variation explained by random effect was reduced from 16.9% 
to 12.4%; Table 8.1). Environmental variables and feeding specialization together explained 
44.8% and 40.7% of variation in intertidal and total foraging time, respectively (Table 8.1). 

 
8.4 Discussion 

Using combined GPS and accelerometer measurements, we quantified foraging time and its 
spatiotemporal allocation over a wide range of environmental conditions for a substantial 
number (64) of individuals. We found considerable among-individual variation in foraging time. 
Individuals that foraged longer were less likely to be recorded again 1 year after they were 
equipped with a GPS tracker, implying a lower survival. Feeding specialization explained a 
considerable part (21.9%) of the among-individual variation in total foraging time and could 
account for sex differences in foraging time. Most interestingly, our results show that birds with 
different feeding specializations alter their foraging time differently under varying 
environmental conditions, suggesting they differ in their susceptibility to environmental change. 
Specifically, worm specialists complemented intertidal with grassland foraging when the 
intertidal flats were less exposed, shortened instead of lengthened their foraging time during cold 
snaps, and allocated more foraging time to the day. 
 
Fitness consequences of foraging time 

Individuals who forage longer under normal conditions (because of lower foraging efficiency or 
higher energy expenditure) are expected to be more prone to deteriorating body condition and 
mortality when available foraging time becomes limiting. Although foraging time of an individual 
can decrease through exhaustion in the period directly prior to death (Daunt et al., 2007), weak 
or inefficient individuals are known to forage longer to maintain or regain their body condition 
(Powolny et al., 2015). This is indeed supported by our finding of lower apparent survival for 
individuals with long foraging times. In 1 or 2 years, we should have sufficient data to more 
accurately estimate the effect of foraging time on true (rather than apparent) survival using 
capture-mark-resighting modeling on all 64 individuals. 

Increased foraging time is not necessarily disadvantageous when individuals specialize 
in food sources that are available at different spatiotemporal scales. The intake payoffs of feeding 
specializations vary depending on the environmental conditions and population structure 
(Svanbäck and Persson, 2009; van de Pol et al., 2010). For example, specializing in a less 
profitable food source that is accessible for a larger proportion of time may be the best strategy 
when the accessibility of a more profitable food source is limited. In oystercatchers, grasslands 
are traditionally regarded as less profitable and, consequently, a refuge feeding habitat for 
weaker individuals that cannot meet their energy requirements on intertidal flats (Caldow et al., 
1999; Durell et al., 2001; Goss-Custard and Durell, 1983). However, worm specialists sometimes 
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choose to feed on inland grasslands during low tide when shellfish specialists forage on intertidal 
flats (Figure 8.4a) (Heppleston, 1971). This suggests that grasslands cannot exclusively be 
regarded as a supplementary foraging habitat as, under some circumstances, grassland foraging 
appears a preferred choice of worm specialists. 

 
Differential susceptibility to environmental change 

Worm specialists complement intertidal foraging with grassland foraging when intertidal flat 
exposure is limited by high water levels (driven by the lunar cycle or wind). By utilizing 
grasslands, worm specialists maintain their foraging time under conditions of high water levels. 
Shellfish specialists may lack the specialization to feed on grasslands and, hence, do not feed on 
grasslands when intertidal flat exposure is limited. To compensate for extended high water levels 
and to avoid a deteriorating body condition, they would need to either prolong intertidal foraging 
time in subsequent tides or increase foraging efficiency. We found no distinct relation between 
shellfish specialist foraging time and average intertidal exposure time over the last ten tides, 
suggesting that shellfish specialists do not compensate in subsequent tides. This would indicate 
that shellfish specialists may increase their foraging efficiency, for example, by capturing larger 
prey and by handling prey faster, but this comes at the cost of an increased risk of bill damage 
(Rutten et al., 2006; Swennen et al., 1989). This can explain why foraging efficiency on intertidal 
flats does not per se differ among feeding specializations under normal environmental conditions 
(Boates and Goss-Custard, 1992, 1989; dit Durell et al., 1997). It is likely that worm specialists 
maximize intertidal foraging efficiency under all conditions as capturing and eating soft-bodied 
prey does not require specific techniques nor involves risk of bill damage (Durell et al., 1997). 
Shellfish specialists, however, may only increase their foraging efficiency when intertidal flat 
accessibility is limited. Winters with prolonged periods of high water levels may, therefore, 
increase mortality risk of shellfish specialists. These winters are more likely to occur in the future 
with ongoing sea-level rise due to climate change (Rahmstorf, 2007) and more localized effects, 
such as soil subsidence, due to mining. 

Worm specialists and shellfish specialists showed contrasting trends in foraging time 
with temperature. As expected, shellfish specialists increased their foraging time when it was 
colder, probably, to achieve a higher food intake that is needed due to higher metabolic rates and 
energy expenditure associated with colder temperatures (Kersten and Piersma, 1987). An 
important constraint for worm specialists in cold weather conditions is that they cannot utilize 
grasslands as worms and invertebrates are unreachable in frozen soil. Also, soft-bodied preys on 
intertidal flats are more difficult to obtain under colder conditions than shellfish as they become 
less active (Esselink and Zwarts, 1989; Zwarts and Wanink, 1993). Consequently, worm 
specialists may be more vulnerable to cold spells as their food intake depends on intertidal 
foraging only. Indeed, contrary to what would be expected given the increased energy 
expenditure required in cold temperatures, worm specialists shorten instead of lengthen 
foraging time when it is cold. This suggests that foraging time is limited for worm specialists in 
cold weather. Our results are consistent with previous studies, which found that worm specialists 
suffer from a higher mortality than shellfish specialists during winters with cold spells (Durell, 
2007; Durell et al., 2001, 1993), but it does not help us understand why a later study found the 
opposite trend (van de Pol et al., 2010). These results are relevant in the context of climate change 
as specializing in worms is expected to become a less risky strategy in the future as cold winters 
may be less likely to occur. 
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Allocation of foraging time over daytime and nighttime tides differed among feeding 
specializations and also depended on the moon stage. During full moon, more foraging time was 
allocated to nocturnal tides (see also Heppleston, 1971), probably, because foraging efficiency 
increases in illuminated conditions compared to dark conditions (Santos et al., 2010). 
Interestingly, grassland foraging by worm specialists occurred mainly during nighttime full moon 
tides, suggesting that under these conditions worm specialists can realize an intake on inland 
grasslands, which is similar or higher than intake on intertidal flats. Many insects and worms 
adjust their life cycle to the moon phase (Raible et al., 2017), which has been proposed as a 
potential explanation for full moon grassland foraging by birds (Ydenberg et al., 1984). All birds 
allocated more foraging time to daytime tides, probably, because waders achieve a higher 
foraging efficiency in daylight (Lourenço et al., 2008; Zwarts and Drent, 1981). We found that 
worm specialists allocated approximately 1–1.4 h (depending on moon stage) more foraging time 
to daytime tides compared with shellfish specialists. This suggests that the difference in foraging 
efficiency between day and night is more pronounced in worm specialists, probably, because they 
locate prey mostly visually (Ens et al., 1997). The increased reliance on daytime foraging may 
increase the vulnerability of worm specialists to daytime disturbance in foraging areas compared 
to shellfish specialists. Upon disturbance, available foraging time is shortened and energetic costs 
increase, which is especially costly if individuals have to compensate by foraging at times when 
foraging efficiency is low as might be the case for worm specialists during the night. 
Consequently, we hypothesize that critical disturbance thresholds, the frequency of disturbance 
at which animals lose condition, are not only dependent on environmental conditions (Goss-
Custard et al., 2006) but also differ between individuals with different feeding strategies. 

Phenotypic plasticity in feeding specialization is a potential mechanism via which 
oystercatchers anticipate changes in food availability and environmental conditions. However, 
individuals often consistently consume the same diet over multiple winter seasons, suggesting 
that their flexibility is limited (Goss-Custard and Durell, 1983). The ability to switch between 
different feeding specializations is likely constrained by bill morphology. For example, the longer 
and slender bill of females can reach more deeply buried prey, such as worms and thin-shelled 
shellfish, but is less suitable to break into the armor of thick-shelled shellfish in comparison with 
the shorter and higher bill of males (Hulscher and Ens, 1991). Although feeding specializations 
often remain consistent over winters, individuals can change their diet and bill tip shape between 
seasons. For example, diet switches from soft-bodied prey in summer to shellfish in early winter 
are documented (Boates and Goss-Custard, 1989). Moreover, shellfish feeders that breed inland 
switch to a worm diet upon arrival in the breeding area (inducing a pointy bill shape change) and 
back to a shellfish diet upon arrival in the wintering area in autumn (Hulscher, 1984). Although 
bill shape changes can take place within several weeks (Hulscher, 1984), diet switches from soft-
bodied prey to shellfish are likely costly because they involve a high risk of bill damage (Rutten 
et al., 2006). Tracking individuals over multiple years can reveal the extent to which feeding 
specialization and associated foraging time allocation strategies develop or remain similar over 
time. 

 
Broader implications 

By quantifying spatiotemporal foraging time using combined GPS and accelerometer 
measurements, we provide important insights in the behavioral mechanisms of individuals with 
different feeding specializations in response to environmental conditions. In general, foraging 
time estimates, as quantified in this study, can be used to validate simulated foraging times in 
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population models to determine whether virtual individuals behave similar to real individuals. 
Although those models ultimately focus on how body condition, survival, or population numbers 
are affected, foraging time can also be derived for validation in individual-based models where 
individuals make decisions to forage during every time step (Stillman and Goss-Custard, 2010). 
Moreover, based on behavioral adaptations, we can make predictions on how vulnerable 
individuals are to specific environmental conditions. Being able to measure environmental 
susceptibility in relatively short-term studies is important as measuring actual fitness 
consequences often require long-term studies. For example, extremely cold winters rarely occur 
in Western Europe and, it has been shown that, even in studies lasting multiple decades, it is hard 
to reliably estimate how feeding specialization in oystercatchers moderates susceptibility of 
adult survival to cold weather (Bailey and van de Pol, 2016; van de Pol et al., 2010). Implementing 
behavioral responses to environmental conditions in population models may be used as a 
shortcut to predict responses of different feeding specializations to environmental change. 
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Box 1 

Notes on the effects of attaching wing-harness GPS trackers 

on oystercatcher survival and foraging time budget 

The use of GPS trackers has massively improved our knowledge on animal movement, but at the 
same time the attachment of GPS trackers can negatively impact the survival and behaviour of 
animals (Lameris et al., 2018; Weiser et al., 2016). We performed a preliminary analysis of 
whether attaching UvA-BiTS GPS trackers (Bouten et al., 2013) on Eurasian oystercatchers 
(Haematopus ostralegus) had a negative impact on an index of apparent survival. Additionally, we 
explored whether the foraging time budgets of birds were impacted by the catching event.  
 
Methods 

We caught oystercatchers with mistnets at night on Vlieland (53.23°N, 4.94°E) and equipped 
them with unique sets of colour-rings and GPS trackers during three winters: December 2016 – 
January 2017 (henceforth ‘Winter season 2016’), December 2017 (‘Winter season 2017’) and 
December 2018 (‘Winter season 2018’). During these three winters, a total of 82 birds were 
equipped with a 13.5g UvA-BiTS GPS tracker placed on the back using a 2g Teflon wing-loop 
harness (Figure 8.5), such that the total weight attached was 15.5g (2.2-3.1% of the body weight 
of an oystercatcher of 500-700g). Another 134 individuals were equipped with colour-rings only 
to act as a control group. Additionally, twenty locally breeding oystercatchers were caught on the 
nest and equipped with colour-rings and GPS trackers on Vlieland during daytime in the period 
May-July 2017. However, no birds were simultaneously equipped with solely colour-rings in 
summer, as there were insufficient control pairs available in the area due to low breeding 
densities. Therefore, for birds equipped with GPS trackers in summer we could not compare the 
index of apparent survival between birds with and without GPS tracker. Hence, we only included 
those birds in the foraging time budget analysis.  

Nationwide (and some international) observations of colour-ringed birds by 
professional and amateur birdwatchers were submitted via websites (wadertrack.nl and 
submit.cr-birding.org; see also Allen et al., 2019). A previous capture mark-recapture study 
showed that in previous years (2008-2016) resighting rates in the larger West Wadden region 
(which includes Vlieland, but also neighbouring islands of Texel, Terschelling and adjacent 
mainland coastal zones) range from 0.2-0.6 across winters (Allen et al., 2019). However, we note 
that resighting rates may be higher in our study-years due to more targeted observation effort in 
this area during the tracking study by both professionals and the public. Furthermore, some birds 
may temporarily or permanently move to other wintering areas with different resighting rates, 
or may be resighted in summer in their breeding areas (Allen et al., 2019).   

Firstly, we analysed how foraging time budgets were affected immediately after birds 
were caught and released with a GPS tracker. The GPS tracker included an accelerometer that 
took 0.35s samples at least every ten minutes. By filming birds with GPS trackers in the field, we 
were able to annotate accelerometer data and using a Random Forest model it was then possible 
to reliably identify foraging behaviour (see van der Kolk et al. (2020b) for details). For each bird 
we derived the foraging time for each tidal period (in hours) up to 20 tidal periods after capture 
(when we assumed any impact of attaching GPS tracker was negligible). A tidal period is defined 
as the period between two consecutive high tide moments, thus covering one low tide period. We 
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used a linear mixed model with tidal foraging time as response variable and tide after catch 
(where the first complete tidal period = 1; log transformed) in interaction with catching season 
(winter or summer) as explanatory variables. Bird identity and tidal period identity were 
included as random intercepts.  

 

 
Figure 8.5 (a) Oystercatcher with UvA-BiTS GPS tracker. (b) Close-up of GPS tracker mounted on the back on 
the oystercatcher. (c) Oystercatcher with colour-rings and GPS tracker in the field. Note that in the field, the 
GPS tracker is often hardly visible since it is partly covered by feathers. All pictures by Henk-Jan van der Kolk. 

 
Secondly, we analysed whether an index of apparent annual survival over the first year 

after birds were caught differed between birds with and without GPS trackers. For this purpose, 
we determined whether birds were observed at least once more than one year after they were 
caught (all colour-ring readings submitted up to December 2020 were included). To determine 
whether there was a significant difference in the index of apparent survival between birds with 
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and without GPS tracker, we used a binomial model with apparent survival (0 or 1) as response 
variable, and winter season and presence of GPS tracker as fixed factors. 
 
Results  

Foraging time was significantly negatively affected following the catch for birds caught in winter 
(p<0.001; Figure 8.6a), but not for birds caught in summer (p=0.209; Figure 8.6b). Specifically, 
for wintering birds foraging time in the first two complete tidal periods after the catch (mean: 
3.52 hour per tidal period) was 24% lower than during later tidal periods (mean: 4.62 hour per 
tidal period).  

The index of annual apparent survival in the first year following the catch was 57.5% 
for control birds and 48.8% for birds with GPS trackers (Figure 8.7). Since in our analysis we did 
not account for imperfect detection, we attempted to estimate actual annual survival from our 
index of apparent survival. Provided that annual survival rates of oystercatchers are around 90% 
(Allen et al., 2019) and assuming that there was no impact of colour-ring attachment on survival, 
the actual annual survival in the first year following the catch would be 76% for birds with GPS 
trackers. This implies that the attachment of the GPS trackers reduced annual survival in the first 
year following the catch by about 14%. This calculation assumes that (1) resighting rates and (2) 
emigration rates are not affected by whether a GPS tracker is present, both of which may be 
reasonable assumptions. However, due to relative low sample sizes the presented estimates of 
the index of apparent survival are imprecise, and the difference in apparent survival between 
control birds and birds with GPS trackers was not significant (p=0.225).  

 
Discussion  
Our analysis indicated that oystercatchers equipped with a GPS tracker in winter had a survival 
in the following year that was much lower (14%). Such a difference is biologically very relevant, 
as it would amount to a more than twofold difference in adult life-expectancy: The normal 90% 
survival results in a 10 years life-expectancy, whereas 76% results in a 4.2 years life-expectancy. 
Although this difference was statistically non-significant, it is concerning and warrants further 
more in depth analysis using a multi-state live and dead recoveries model (Allen et al., 2019). 
Such methods allow for a more powerful and precise quantification of how survival is impacted 
by catching birds and equipping them with colour-rings and GPS trackers, by also considering 
movement between regions and spatiotemporal variation in resighting rates. An issue that is 
more difficult to resolve is that we do not know whether control birds that were equipped with 
only colour-rings also suffered from foraging time loss or other problems. If so, then the 
assumption that survival of colour-ringed individuals represent natural survival rates may not 
hold, which in turn means that the overall impact of catching and equipping GPS trackers 
combined may reduce annual survival with more than 14% in the first year after release.  

There are three explanations why GPS tracker may reduce the survival of 
oystercatchers. Firstly, two (out of 102) birds were found with their bill stuck in the harness (one 
was found dead, one was rescued and the tracker removed). When this happens and a bird is not 
able to free its bill, this will cause immediate mortality. Since we confirmed that this occasionally 
happens, this accounts for at least some of the additional mortality that cannot happen to birds 
without a harness. The second explanation for additional mortality is the loss in condition due to 
the stress and reduced foraging time following the catch from which the birds cannot recover. 
The third explanation is that the harness and transmitter are especially a handicap at times when 
great effort is required, like during migration, or when taking up the breeding territory again. 
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Figure 8.6 Foraging time (± SE) of GPS tracked oystercatchers in tidal periods following the catching event, 
for (a) birds caught with mistnets at night in winter and (b) birds caught with traps on the nest in summer.  

 
 
The reported reductions in foraging time were contrary to our expectations, since we 

expected that birds would increase their foraging time to compensate for the energetic losses due 
to stress and lost foraging time associated with being caught. Instead of compensating, it seems 
that wintering birds lost even more foraging time in the first day after they were released, 
possibly because they were still stressed or because they had to spend more time on other 
behaviours such as washing and preening. Birds that were caught on the nest in summer may not 
have lost more foraging time after the catch, since catching happens during daylight (when birds 
cannot get disorientated), and the processing time (i.e. the time between being caught and 
released) is shorter. While we observed and filmed birds in the field for calibration of the 
accelerometer (van der Kolk et al., 2020b), which took place several months after a bird was 
caught, we did not notice any deviating behaviour, indicating that impacts of the catch and 
equipping a GPS tracker on oystercatcher behaviour may be limited to the first few days after 
release.  

Although there was evidence for extra mortality, surviving birds looked well and 
behaved normal in the field, and when birds were occasionally recaught after 1-2 years there 
were no signs of physical damage due to the harness. It thus seems likely that additional mortality 
mostly happens suddenly (when the bill gets stuck) or shortly after the GPS tracker is equipped 
(when stress and foraging time loss cause a detrimental condition loss), and we therefore 
suggests that it is likely that the behaviour of surviving birds with GPS trackers does not deviate 
from the behaviour of normal birds. At the same time, we stress the need for a more in depth 
study on the longer-term effects of equipping GPS trackers on oystercatchers.  
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Figure 8.7 Index of apparent annual survival of oystercatchers with and without GPS trackers over the first 
year after individuals were caught. Numbers in the plot indicate sample sizes. The difference in apparent 
survival between birds with and without GPS tracker is not statistically significant (P=0.225). 
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Abstract 

Individual variation in disturbance vulnerability (i.e. the likelihood that disturbance negatively 
affects an individual’s fitness) can affect how disturbance impacts animal populations, as even at 
low disturbance levels some individuals could be severely affected and die. Individual variation 
in vulnerability can arise due to different responses to disturbance. We propose a new hypothesis 
that even when individuals respond similarly to disturbance, time-limited individuals are more 
at risk that their condition deteriorates since they have limited ability to extend their foraging 
time to compensate for disturbance. We investigate this ‘time-limitation hypothesis’ both 
empirically and mathematically by studying how individuals that differ in their average foraging 
time (presumably due to differences in foraging efficiency) are affected by disturbance. We used 
tracking data of 22 wintering Eurasian oystercatchers Haematopus ostralegus to compare time 
budgets between disturbed and undisturbed tidal periods. In three tidal periods with severe 
disturbance by transport airplanes, more than a third of the variation in additional flight time and 
foraging time loss was explained by individual differences. Inefficient individuals that foraged 
longer in undisturbed tidal periods experienced higher costs in disturbed tidal periods, since they 
lost more foraging time. We next used an analytical energy balance model to study how time-
limited individuals differed in their maximum disturbance thresholds. Both our theoretical model 
and empirical study suggest that inefficient individuals in a time-limited environment may be 
unable to increase their foraging time to compensate for the effects of disturbance. Consequently, 
the magnitude of individual variation in time budgets strongly determines what proportion of the 
population is at risk that their condition deteriorates due to disturbance. Our hypothesis implies 
that, when assessing disturbance effects on a population, it is not only important to consider 
individual variation in disturbance responses, but also variation in time budgets that determine 
the consequences of disturbance. 
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9.1 Introduction 

The increasing number of human activities in nature is of concern for policy makers, since the 
resulting disturbance can heavily affect wildlife populations (Pirotta et al., 2018). Human 
disturbances can elicit flight responses in wildlife (Stankowich, 2008), which are often 
energetically costly and may have additional costs such as a loss of foraging time (Houston et al., 
2012) or reduced intake rate (Rutten et al., 2010). If individuals are unable to compensate for the 
costs of disturbance, this can lead to deteriorating body condition (Amo et al., 2006), lower 
survival probabilities (Blanc et al., 2006; Goss-Custard et al., 2006), reduced reproduction (White 
and Thurow, 1985) and thus lower fitness. Individual variation in disturbance vulnerability (i.e. 
the likelihood that disturbance will reduce an individual’s fitness) can alter the effects of 
disturbance on wildlife populations. In populations where individuals vary in their disturbance 
vulnerability, the most vulnerable individuals are expected to suffer higher energetic losses when 
disturbance occurs and their condition may be affected even under low levels of disturbance 
(Griffin et al., 2017; Rodríguez-Prieto et al., 2010).  

The conventional way of thinking about how individuals can vary in their disturbance 
vulnerability is through variation in their disturbance sensitivity, determining how strong they 
respond to disturbance (“disturbance sensitivity hypothesis” in Figure 9.1). In experimental 
settings individuals differ consistently in their response to stressful stimuli that resemble 
disturbances, for example individual chaffinches showed consistent responses to model hawks 
(Quinn and Cresswell, 2005). In the field, individual consistency in disturbance responses (often 
measured as the consistency in flight initiation distances) is also observed, but the extent varies 
strongly among species (Carrete and Tella, 2013; DeVault et al., 2018; Ellenberg et al., 2009; Thiel 
et al., 2007). Individual variation in disturbance responses can be caused by personality and sex 
(Ellenberg et al., 2009; Thiel et al., 2007), but can also arise due to habituation (Ellenberg et al., 
2009; Rodríguez-Prieto et al., 2010; Runyan and Blumstein, 2004). 

We propose a second pathway via which individual variation can affect how vulnerable 
individuals are to disturbance: Differences in their ability to compensate for disturbance, for 
example by increasing foraging time (Blanc et al., 2006; Houston et al., 2012; Urfi et al., 1996), 
may also cause individual variation in disturbance vulnerability, even when disturbance 
responses are similar. In many populations, individuals differ in their foraging time budgets and 
thus in how time-limited they are (Daunt et al., 2014; Hamel and Côté, 2008; Pelletier and Festa-
Bianchet, 2004; van der Kolk et al., 2020b). Time budget differences often arise from individual 
variation in foraging efficiency (Cresswell et al., 2001; Lescroël et al., 2010; Stillman et al., 2000a). 
We hypothesize that time-limited individuals are less able to cope with disturbance than others 
since they have limited time to compensate for disturbance (“time-limitation hypothesis” in Figure 
9.1). Previous studies have shown that disturbance at foraging grounds has a larger predicted 
impact than disturbance outside foraging grounds, when animals could more easily compensate 
for disturbance costs (Pirotta et al., 2019). However, no studies have explicitly quantified how 
disturbance costs differ among individuals that vary in their time budgets. 

If for time-limited individuals their condition is more likely to deteriorate upon 
disturbance, then individual variation in time budgets is important to consider when quantifying 
disturbance impacts on a population. Many models have been developed to quantify disturbance 
impacts, ranging from relatively simple analytical models (Houston et al., 2012), to complex 
individual-based models (Stillman and Goss-Custard, 2010). Several modelling frameworks 
would allow to explore how individual variation could affect estimates of population impacts of 
disturbance (Pirotta et al., 2018; Stillman and Goss-Custard, 2010), but no study has done this 
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explicitly. A challenge therefore is to develop and parameterize such models with empirical data, 
in order to quantitatively assess the impact of individual variation in time budgets and thereby 
evaluate the importance of including such heterogeneity in population models.  

 

 
Figure 9.1 Proposed pathways via which variation among individuals in mean foraging time can affect how 
disturbance impacts condition. Green continuous arrows and red dashed arrows indicate positive and 
negative relationships, respectively. Four hypotheses discussed in the main text on how individual 
differences can alter disturbance impacts are marked inside grey boxes. The “risk-disturbance hypothesis” and 
“escape ability hypothesis” are explained in the discussion. Note that for simplicity, not all processes 
influencing disturbance responses (e.g. habituation) are included in the figure, as such processes are expected 
to be additive and not altering the hypothesized mechanisms. 

 
Eurasian oystercatchers Haematopus ostralegus are a relevant model system to study 

the “time-limitation hypothesis”, as individuals vary greatly in their foraging efficiency (Caldow et 
al., 1999; Goss-Custard and Durell, 1983) and foraging time (van der Kolk et al., 2020b), while 
they are strongly time constrained by the limited accessibility of intertidal feeding grounds 
(Zwarts et al., 1996). In fact, the average foraging time of an individual oystercatcher can be 
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interpreted as a measure of the effort required to meet their energy requirements, and thus as a 
measure of how time-limited an individual is. Oystercatchers that forage on average shorter 
(‘efficient foragers’; see Glossary of terms used in Supplementary material) forage likely more 
efficiently or have lower energetic costs. In support, individuals that forage shorter have a higher 
apparent winter survival in comparison to ‘inefficient foragers’ that forage on average longer (van 
der Kolk et al., 2020b). Another reason why oystercatchers are a relevant model system is that 
they live in coastal areas that are also heavily utilized for a wide range of human activities that 
cause frequent disturbance (van der Kolk et al., 2020c). Disturbance is one of the potential causes 
of the current decline of the oystercatcher population that is insufficiently studied (van de Pol et 
al., 2014).   

Here, we illustrate the potential implications of our time-limitation hypothesis by 
empirically and mathematically studying whether and how time-limited individuals are 
differently affected by disturbance than less time-limited individuals. We first use GPS-tracking 
of oystercatchers to assess individual variation in immediate flight responses and foraging time 
losses following three different disturbances by transport airplanes, which are rare but elicit 
strong flight responses (van der Kolk et al., 2020a). We test whether an individual’s average 
foraging time in undisturbed tidal periods (a measure for how efficient individuals are) affects 
additional flight time and foraging time loss in disturbed tidal period. Next, we tested whether 
individuals compensated for disturbance costs in tidal periods following the disturbance. We 
then expanded and parameterized the analytical model developed by Houston et al. (2012), 
which predicts the maximum time animals can be disturbed while still meeting their energy 
requirements. We used the model to quantify disturbance thresholds for individuals that vary in 
their time budget, and illustrate how such variation could affect population impacts of 
disturbance for wintering oystercatchers, considering the observed distribution of average 
foraging times in the population at our study site. 

 
9.2 Methods 

Study system 

Oystercatchers are long-lived shorebirds that winter in large numbers in the Wadden Sea. They 
forage on intertidal flats on shellfish (e.g. Cerastoderma edule and Mytilus edulis) and soft-bodied 
prey (e.g. Polychaeta) during low tide. During high tide, birds roost or can forage on alternative 
feeding areas where intake rates are lower, for example inland fields (Goss-Custard and Durell, 
1983). Most individuals show high site fidelity and return each winter to the same site. Most birds 
arrive in the winter areas in July and depart to the breeding areas in February.  

The field study was conducted during the non-breeding season in the western Dutch 
Wadden Sea, on the barrier island Vlieland. The western half of the island is used as a military air 
force training area. Jets, helicopters and small civil airplanes frequently occur in the study area, 
but their disturbance impact is normally low, eliciting no or relatively short flight responses. In 
contrast, low-flying transport airplanes occur rarely (three times per year in 2017-2019) but 
evoke strong flight responses likely because of their exceptionally large size, even when the 
transport airplane flies far away (10 km) from the birds (van der Kolk et al., 2020a). 
 
Data collection 

Oystercatcher GPS data 

Tidal foraging time and flight time of oystercatchers was quantified using solar powered UvA-
BiTS GPS trackers (Bouten et al., 2013). Forty oystercatchers were equipped with GPS trackers 
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on the Vliehors (53.23°N, 4.93°E): Twenty non-local breeders were caught with mist nets in 
winter (December 2016-January 2017) and 20 local breeders were caught on the nest (May-July 
2017).  GPS fixes were taken in 5- or 60-minute intervals and a 0.35 seconds sample (seven 
measurements) of a 20 Hz tri-axial accelerometer was taken at least every ten minutes. We used 
a training dataset containing annotated accelerometer samples to train a Random Forest model 
(Breiman, 2001) to classify foraging, flying and other (inactive and preening) behaviour (see 
details in van der Kolk et al., 2020b). Using an independent testing dataset with 8178 samples, 
we confirmed the high prediction accuracy of the Random Forest model (Precision: Forage 98%, 
Fly 98%, Other 100%; Recall: Forage 99%, Fly 95%, Other 99%; Table S1).  
 
Aircraft and environmental data 

Timings of transport airplane exercises were provided by the Royal Netherlands Air Force. The 
exact times when minimum and maximum water levels occurred at low and high tide, 
respectively, and water heights for every 10 minutes were provided for Vlieland harbour 
(53.295°N, 5.091°E) by Rijkswaterstaat (2019). A tidal period was defined as the period between 
two consecutive high tide maxima at Vlieland harbour (Rijkswaterstaat 2019). Each tidal period 
thus included a single low tide and was approximately 12.4h long. Timings of sunrise and sunset 
were obtained via the sunrise.set function in the StreamMetabolism package in R. Daily moon 
illumination values were obtained via the lunar.illumination function in the lunar package in R. 
 

Empirical study: Individual variation in additional flight time and foraging time loss 

Data of GPS-tagged oystercatchers were used to empirically study how individuals (which varied 
in their average foraging time in undisturbed tidal periods) altered flight time and foraging time 
in response to disturbances. We first compared flight time and foraging time between disturbed 
tidal periods and undisturbed tidal periods. We then quantified whether individuals 
compensated for costs of disturbance by increasing their foraging time in subsequent tidal 
periods. All analyses were performed in R (R Core Team, 2016), version 3.5.3. 

We studied three disturbed tidal periods on 9, 10 and 16 August 2017 (henceforth event 
1, 2 and 3 respectively) with large disturbances by one Lockheed C-130 Hercules transport 
aircraft. The aircraft entered the study area 3, 5 and 6.5 hours before low tide, respectively, and 
circled for approximately one hour in the study area (Table S2). During the first two disturbance 
events, all GPS tagged oystercatchers present on the Vliehors were disturbed (i.e. took flight), 
whereas during the third event a subset of the birds were disturbed, which we confirmed by 
visual inspection of the GPS data. We collected data from 18 individuals during all three disturbed 
tidal periods, three individuals during two disturbed tidal periods and one individual during one 
disturbed tidal period (nbird=22, nbird-disturbance=61; Supplement Table S3). Data from another 18 
oystercatchers was not available because the tracker malfunctioned, the individual had died, or 
the individual was outside the study area. 
 
Tidal time budgets: Flight time and foraging time 

The total time spent flying, foraging, or other behaviour was quantified for each bird for each tidal 
period. First, each annotated accelerometer measurement within a tidal period was weighed 
based on the time interval until the next annotated accelerometer measurement. This time 
interval was typically ten minutes, the default interval at which GPS trackers took accelerometer 
measurements, but sometimes longer if an accelerometer measurement was interrupted and 
could not be annotated. The time intervals from all annotated flight behaviours or annotated 
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foraging behaviours within one tidal period were then summed to acquire the total tidal flight 
time or tidal foraging time in hours, respectively. To ensure sufficient accuracy, tidal flight and 
foraging time estimates were omitted if there were less than 70 behavioural measurements or if 
the maximum interval exceeded 20 minutes (see van der Kolk et al. (2020b) for more details). 
 
Average foraging time 

The average foraging time in undisturbed tidal periods and standard error was calculated for 
each individual over the whole winter season (1 August 2017 - 31 March 2018). The tidal foraging 
time of 17 out of 22 individuals was measured during at least 100 tidal periods in this period 
(Supplement Table S3). We used the average foraging time as explanatory variable in statistical 
models estimating the effect of disturbance on flight time and foraging time (see next section).  
 
Effects of disturbance on flight time and foraging time 

Linear mixed effects models were used to analyse the effect of disturbance on tidal flight time and 
tidal foraging time. Tidal flight time and tidal foraging time between 1 August 2017 and 15 
September 2017 were used as response variables. The model structure consisted of two parts 
(Equation 9.1): (1) Variables controlling for environmental conditions were estimated for all tidal 
periods. (2) Variables that were only estimated for disturbed tidal periods (the last part in 
Equation 9.1 between parentheses). This structure was needed since we included average 
foraging time as explanatory variable for changes in flight or foraging time in disturbed tidal 
periods, but not for undisturbed tidal periods. Equation 9.1 shows the fixed structure of the model 
(for simplicity random effects are only described in the text).  
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T)         Equation 9.1 
where 
 β0-β11 = Parameters estimated by the model 
 N = Proportion of night-time (time between sunset and sunrise) 
 M = Proportion of moon visibility (0 = new moon, 1 = full moon)  

A = Proportion of time water levels is below -10 cm Amsterdam Ordnance Datum and 
tidal flats are accessible for feeding 

 D = Binary variable indicating whether it is a disturbed tidal period 
E1-E3 = Binary variables indicating whether tidal period is disturbance event number 
1, 2, or 3 

 F = Average foraging time of an individual in undisturbed tidal periods 
 B = Binary variable indicating whether an individual is a local breeder 
 
For the first part of the model controlling for environmental conditions, the interaction between 
night (N) and moon stage (M), and intertidal flat accessibility (A) were used as explanatory 
variables (all mean-centred). Those tidal characteristics are important determinants of tidal 
foraging time (van der Kolk et al., 2020b) and were included in the model as confounding factors 
that affect flight time and foraging time. Bird individual was added as random intercept, and 
random slopes of night, moon stage and intertidal flat accessibility were fitted for individual birds 
as well, since individuals differ in how much foraging time is allocated to tidal periods with 
different environmental characteristics (e.g. some individuals allocate more foraging time to day-
time tidal periods than others; van der Kolk et al., 2020b).  
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For the second part of the model, a binary variable (D) was introduced such that the 
following variables were only estimated for disturbed tidal periods. For each of the three 
disturbance events (E1-E3), the disturbance effect in interaction with average foraging time (F; 
individual mean centred) was estimated. We expected that birds that had been breeding locally 
may respond less, given that they frequently encounter aircraft also in the breeding season. 
Breeding location of each individual was therefore included as an additional explanatory binary 
variable (B; Local breeder in study area, n = 14 birds; Non-local breeder, n = 8 birds; Supplement 
Table S3) for all disturbed tidal periods. We checked whether increased flight time and foraging 
time loss in disturbed tidal periods were affected by the distance at which birds were positioned 
from the centre of the military training area prior to disturbance by including it as an additional 
fixed effect in the disturbance part of the model. Since this effect was non-significant, this variable 
was not retained in the final models. We used the nlme function in R to estimate all twelve 
parameter values (β0-β11) in the model. Visual inspection confirmed that the residuals of both 
models approximated a normal distribution (Figure S1 in online supplementary material).  

To explore whether uncertainty in the average foraging time estimates affected the 
model estimates, we used bootstrapping to identify 95% confidence intervals of model estimates 
and P-values, by extracting average foraging times for each individual from a normal distribution 
based on their means and standard error (n=1000 iterations). We confirmed by visual inspection 
that foraging time estimates within individuals approached normal distributions. All parameters 
were robust to the uncertainty in individual average foraging times, except for the fixed slope of 
average foraging time on flight time during the 2nd disturbed tidal period (Table S4). The 
interpretation of our results did, however, not depend on this one parameter being significant or 
not.   

To quantify how consistent individuals’ responses to disturbance were, ‘additional 
flight time’ (actual flight time minus expected flight time without disturbance) and ‘foraging time 
loss’ were calculated (expected foraging time minus actual foraging time). Expected flight and 
foraging times were predicted using only the estimates of the environmental variables in the 
models, reflecting flight and foraging times expected under these environmental conditions 
without any effect of disturbance. We then used additional flight time and foraging time loss as 
response variables in linear mixed models, including event number (1, 2 or 3) as explanatory 
factor and bird individual as random intercept. The proportion of variation explained by bird 
individual was calculated using the intraclass correlation coefficient (Nakagawa and Schielzeth, 
2010). We tested whether there was a (Pearson) correlation between additional flight time and 
foraging time loss.  
 
Foraging time compensation after disturbance 

We analysed whether birds compensated for disturbance by increasing their foraging time in 
tidal periods following disturbed tidal periods. Additionally, we analysed whether an increase in 
foraging time was related to the costs of disturbance. For this purpose, we first calculated change 
in foraging time for these compensatory tidal periods (actual foraging time minus expected 
foraging time). The predicted required foraging time to compensate for disturbance (i.e. the total 
disturbance costs) was then calculated for each bird for each disturbed tidal period based on 
foraging time loss and the predicted foraging time required to compensate for flight costs: 
 

]5?#$�_ = ]5?%$�� + `%�J��a∗`%�bcdJ
eff

gchi�j

     Equation 9.2 
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Forcomp = Change in foraging time required to compensate for disturbance costs (h) 
Forloss = Foraging time loss in disturbed tidal period (h) 
Flytime = Additional flight time in disturbed tidal period (h) 
Flycost = Energetic costs of flight (kJ h-1) 
DEE = Daily energy expenditure (kJ) 
Forday = Daily foraging time of an individual (h) 

 
To estimate the foraging time needed to compensate for flight costs, we assumed that flight costs 
(Flycost) were 135 kJ/h and daily energy expenditure (DEE) 734 kJ for all birds (Pennycuick, 2008; 
Zwarts et al., 1996). We weighted flight costs by how efficient individuals acquired energy. Hence, 
flight costs were divided by the estimated individual foraging efficiency in kJ/h by dividing daily 
energy expenditure by the daily foraging time (where daily foraging time is twice the average 
tidal foraging time, provided that every day has approximately two tidal periods).  

We used linear mixed models to determine whether change in foraging time in 
compensatory tidal periods was related to the required foraging time to compensate for 
disturbance costs. An interaction between disturbance event and required foraging time was 
added to the model. Bird identity was included as random intercept. We used two separate 
models to analyse compensation at two temporal scales: one and six tidal periods (roughly half a 
day and three days, respectively) following the disturbed tidal period. Since events 1 and 2 
occurred on consecutive days, we merged their data for the analysis over six tidal periods.  
 
Mathematical modelling of disturbance costs as a function of foraging time 

We expanded the general analytical model developed by Houston et al. (2012) to assess how 
disturbance impacts the energy and time budget of individuals that vary in their foraging 
efficiency. The model of Houston et al. (2012) predicts the time an animal needs to forage in order 
to balance its energy budget over one day, while it is disturbed while foraging. From their model 
disturbance thresholds can be derived above which an animal cannot compensate for 
disturbance anymore and its condition will deteriorate. We modified the model of Houston et al. 
in two ways. First, we explicitly divided the time budget into time during which an animal can 
forage and time that is not available for foraging. This allowed us to estimate disturbance 
thresholds for animals for which foraging time is restricted, for example by daylight or tidal 
patterns. Second, we modelled disturbance as a fixed duration instead of a proportion of the 
foraging time, to reflect that individuals can be disturbed independently of their behaviour. We 
do differentiate between disturbance during time when animals can forage (e.g. low tide) and 
time not available for foraging (e.g. high tide). This is necessary since only disturbance during 
available foraging time limits the potential maximum amount of time that can be spent foraging. 
Overall, our expansion of the Houston et al. model allowed us to investigate the differential 
compensation potential to disturbance in time-limited individuals and consequently quantify 
how individual variation in time budgets affects the proportion of the population in which 
condition may deteriorate. 

In our model, the energy budget is balanced over a certain period (T), for example one 
day or one tidal period. The model aim is to find the balance between the foraging time required 
to fulfil energy needs and the potentially available foraging time. The required foraging time 
depends on total energy requirements and foraging energy intake rate: 
 

] �k = l
-          Equation 9.3 
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 Freq = Time that needs to be spend foraging to meet energy requirements (h) 
R = Total energy requirements (kJ) 
g = Foraging energy intake rate (kJ/h) 

 
The energy requirements are determined by an individual’s normal energy expenditure and 
additional costs due to disturbance. Disturbance can take place during time that is available for 
foraging (DF) or during non-foraging time (DN), and both cause increased energy expenditure: 
 
m = (R − >`−>n) ∗ \� + (>`+>n) ∗ \�     Equation 9.4 

T = Time over which energy budget is balanced (h) 
DF = Time disturbed during time that is available for foraging (h) 
DN = Time disturbed during non-foraging time (h) 
Em = Average energy expenditure throughout T (kJ/h) 

 Ed = Energy expenditure during disturbance (kJ/h) 
 
The potential foraging time (Fpot) is determined by the maximum time that can be spent foraging 
(e.g. the duration of low tide) and the reduction of that time due to disturbance (>`): 
 
]_$� = ]�op − >`       Equation 9.5 

Fmax = Maximum available foraging time when there is no disturbance (h) 
 
By comparing Freq and Fpot it can be predicted whether an individual can forage sufficiently to 
meet its energy requirements, or whether it has a foraging time shortage leading to a reduced 
condition: 
 
3q ]_$� ≥ ] �k:      ] �o% = ] �k         Sufficient uptake to meet energy requirements   
3q ]_$� < ] �k:      ] �o% = ]_$�         Insufficient uptake and at risk of condition deterioration  

Equation 9.6  
Freal = Actual (realized) foraging time 

 
From Equation 9.3-9.6, we derived formulas of disturbance thresholds, for DF (DF_crit, assuming 
DN=0h, Equation S7 in Supplement Text 1 in online supplementary material), for DN (DN_crit, 
assuming DF=0h, Equation S8 in Supplement Text 1) and for DF and DN combined (Dcrit, assuming 
DF=DN, Equation S9 in Supplement Text 1). These disturbance thresholds represent the maximum 
duration of disturbance at which an individual can still fulfil its energy requirements (see 
Supplement Text 1 for a more comprehensive model description). 

The model is generally relevant for any species in which the available foraging time is 
restricted, but we parameterized and applied the model to wintering oystercatchers to predict 
disturbance thresholds and energetic losses due to disturbance. In the model, oystercatchers 
balance their energy requirements over one tidal period (T=12.4h), of which only the low tide 
period could be spent foraging (Fmax=6.5h). Mean energy expenditure (Em=30.6kJ/h) was derived 
from daily energy expenditure for an individual with a body mass of 550g (Zwarts et al., 1996). 
During disturbance, birds typically take flight but also spend time being vigilant, which may not 
be energetically costly but further reduces the available foraging time. Energy expenditure during 
disturbance (Ed) was therefore composed of flight costs (Ef=135kJ/h; Pennycuick, 2008) 
multiplied by the proportion of disturbed time spent in flight (f=0.333, Collop et al., 2016), and 
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energetic costs of being vigilant (Ev) multiplied by the proportion of time spent vigilant while 
disturbed (Equation 9.7). For oystercatchers we lack data on the energetic cost of being vigilant 
and therefore assumed that Ev=Em, as vigilance behaviour requires no additional physical activity. 
 
\� = q ∗ \, + (1 − q) ∗ \�      Equation 9.7 

 
To explore the consequences of disturbance for individuals with different foraging times, we 
assumed a linear relationship between the foraging energy intake rate g and the average foraging 
time of an individual. For individuals that ranged in their foraging time from 3.0-6.5 h per tidal 
period (equivalent to g=58-126kJ/h when assuming Em=30.6kJ/h and T=12.4h), we derived 
disturbance thresholds for low tide disturbance, high tide disturbance and combined low and 
high tide disturbance (Dcrit). To assess impacts of disturbance on individuals with varying time 
budgets, we calculated the realized foraging times (Freal) in one tidal period under six disturbance 
scenarios: One, two or three hours of disturbance during either low tide or high tide. If birds were 
unable to fulfil their energy requirements, we calculated the energetic loss (Eloss) in one tidal 
period (Supplement Text 1). 

Finally, we used the observed distribution of foraging times of wintering oystercatchers 
at our study site to illustrate how variation in time budgets could impact the effect of disturbance 
on a population. We used GPS data to determine average foraging times of 85 individuals between 
2016 and 2019 (see Supplement Text 2 and van der Kolk et al., 2020a). We estimated the 
proportion of the population for which condition may deteriorate as a function of disturbance 
duration (in h per tidal period), by comparing disturbance levels with the population distribution 
of critical disturbance thresholds (Dcrit). This assumes that imposed disturbance levels reflect the 
average disturbance level over an extended period. To show how populations can be 
differentially impacted by heterogeneity in time budget, we repeated the calculations for 
simulated populations in which we increased or decreased the amount of observed individual 
variability in average foraging time by 10%.  
 

9.3 Results  
Empirical flight and foraging time responses to disturbance  

Individual differences in disturbance responses 

Disturbance by transport airplanes caused an increase in tidal flight time and a reduction in tidal 
foraging time. Flight time increased on average more than half an hour in the first two disturbed 
tidal periods and by about 15 minutes in the third disturbed tidal period (Figure 9.2a; Table 9.1). 
Foraging time was on average significantly reduced by 1.7 hours and 1.3 hours in the first and 
second disturbed tidal period, respectively, but was not significantly affected in the third 
disturbed tidal period when the disturbance occurred earlier in the tidal period around high tide 
(Figure 9.2c; Table 9.1). There was a positive correlation between additional flight time and 
foraging time loss (r=0.27, P=0.038, n=61; Figure S2). 

Individual differences accounted for a substantial proportion of the variation in 
response to disturbance. After correcting for the tidal period, bird identity accounted for 35.8% 
and 35.2% of the variation in additional flight time and foraging time loss, respectively (Figure 
9.2; Supplement Table S5). This was significantly higher than what would be expected when 
randomly assigning Bird IDs to additional flight time (95% CI: 0%-24.3%, 5000 iterations) and 
foraging time loss (95% CI: 0%-23.5%, 5000 iterations).  
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Figure 9.2 Additional flight time (a-b) and foraging time loss (c-d) in disturbed tidal periods compared to 
undisturbed tidal periods. In (a) and (c) the responses during each event are depicted, where dots from the 
same individual are connected and the black dots and error bars represent the means and 95% confidence 
intervals. In (b) and (d) the relationships between the average foraging time of an individual and additional 
flight time or foraging time loss for the three disturbed tidal periods are depicted. Values above zero indicate 
birds flew more (a-b) or lost more foraging time (c-d) than expected based on environmental conditions. Dots 
of the same individuals are connected in (a) and (c). 22 individuals were measured, of which three were 
measured during two events and one during one event (nbird-disturbance = 61). Regression lines in (b) and (d) are 
derived from the model in Table 9.1.  

 
Inefficient foragers increased their flight time less in the first disturbed tidal period, but 

not in the second and third disturbed tidal periods, compared to efficient individuals that foraged 
on average shorter (Table 9.1; Figure 9.2b). Contrary to our expectations, individuals that had 
been breeding locally increased flight time more than non-local breeders (Table 9.1).  

In support of the time-limitation hypothesis, foraging time loss in disturbed tidal 
periods was significantly larger for inefficient foragers (Table 9.1; Figure 9.2d). Foraging time 
losses in disturbed tidal periods one and two increased with respectively 1.19h and 1.18h for 
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individuals that foraged on average 1 hour longer in undisturbed tidal periods (Table 9.1; Figure 
9.2d). During these disturbed tidal periods, inefficient foragers lost foraging time at the start of 
the tidal period and did not compensate for that later in the tidal period (Figure 9.3). Efficient 
foragers did lose no or little foraging time, since also under normal conditions they would not 
have started foraging yet. During the third event, the disturbance took place well before the start 
of the low tide (Figure 9.3) and consequently foraging time losses were not apparent and not 
significantly related to the average foraging time (Figure 9.2d). 

 
 
 

Table 9.1 Linear mixed effect model details for tidal flight time and tidal foraging time. Environmental 
variables and average foraging time were mean-centred prior to analysis. D is a binary variable indicating 
whether it is a disturbed tidal period (1) or not (0). Non-local breeder was used as reference category. Bold 
numbers indicate significant effects (p < 0.05). n=1724 tidal periods for both models. 

 Tidal flight time Tidal foraging time 

 Estimate SE p Estimate SE p 

Variables correcting for environmental conditions 

Intercept 0.251 0.019 0.000 4.49 0.14 0.000 

Night -0.009 0.023 0.692 -1.79 0.29 0.000 

Moon 0.004 0.014 0.748 0.32 0.09 0.001 

Night*Moon 0.073 0.041 0.075 0.75 0.26 0.004 

Intertidal flat exposure -0.527 0.091 0.000 -0.81 0.47 0.087 

Variables estimated for disturbed tidal periods 

D * Event 1 0.271 0.049 0.000 -1.65 0.31 0.000 

D * Event 2 0.375 0.049 0.000 -1.25 0.31 0.000 

D * Event 3 -0.050 0.051 0.329 -0.25 0.32 0.424 

D * Local Breeder 0.448 0.051 0.000 -0.02 0.32 0.957 

D * Average For. Time * Event 1 -0.417 0.065 0.000 -1.19 0.41 0.004 

D * Average For. Time * Event 2 -0.101 0.065 0.123 -1.18 0.41 0.004 

D * Average For. Time * Event 3 -0.083 0.063 0.190 -0.16 0.40 0.685 

Random intercepts 

σ2residuals 0.157   0.982   

σ2BirdID 0.089 
  

0.652 
  

Random slopes among BirdIDs       

σ2Night 0.069 
  

1.296 
  

σ2Moon 0.026 
  

0.232 
  

σ2Intertidal flat exposure 0.354 
  

1.693 
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Figure 9.3 Illustrative time budgets, cumulative flight time and cumulative foraging time for an example 
efficient (a, c, d) and inefficient (b, e, f) individual. (a) and (b) show time budgets from 1 August 2017 to 31 
August 2017 with flying, foraging and inactive (including preening) behaviour. In (c-f), disturbed tides are 
plotted together with undisturbed tides (tidal periods two days before (events 1 & 2) or one day before (event 
3) the disturbed tidal periods) for comparison for visual reasons only. The moments of disturbance are 
indicated with arrows in (a-b) and with bars in the bottom of the plots in (c-f). In (a-b) note that foraging is 
synchronized with the timing of low tide that shifts each day due to the lunar cycle. 

 

Foraging time compensation after disturbance 

Change in foraging time in the tidal period following the disturbed tidal period was positively 
related to the required foraging time to compensate for disturbance (Figure 9.4a; Supplement 
Table S6). Thus, individuals who experienced larger costs of disturbance lengthened their 
foraging time more than individuals for which costs of disturbance had been less. 
Notwithstanding, foraging time increased little in tidal periods following events 1 and 2 and was 
according to our calculations insufficient to compensate for the costs of disturbance.  

Over a longer time span of three days, after disturbance events 1 and 2 individuals did 
not significantly increasing their foraging time (Figure 9.4b; Supplement Table S6). Only 
following event 3, birds increased their foraging time sufficiently to compensate for the costs of 
disturbance (Figure 9.4). It is important to note that after event 3 less compensation was 
required, as the costs of disturbance were relatively low compared to events 1 and 2 (Figure 9.4). 
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Figure 9.4 Relation between predicted foraging time required to compensate for disturbance costs (h) and 
the actual observed change in foraging time (in h per tidal period) in (a) one or (b) six tidal periods (3 days) 
following disturbance (7 tidal period for events 1 and 2 combined, 6 tidal periods for event 3). Events 1 and 
2 were combined in (b) since they occurred on consecutive days, and compensation effects over three days 
could thus not be measured separately. Dotted lines indicate the relationship if individuals would increase 
their foraging time sufficiently to compensate for the costs of disturbance.  

 

Mathematical modelling of disturbance costs as a function of foraging time 

Using our analytical model parameterized with field and literature data from our model species, 
we explored disturbance thresholds, energetic costs and potential population consequences of 
disturbance for varying amounts of individual variation in time budgets. Efficient foragers had a 
higher disturbance threshold, particularly when disturbance occurred during high tide, as then 
disturbance does not limit available foraging time (Figure 9.5a). If individuals cannot compensate 
for disturbance, it is expected that they maximize their foraging time (Figure 9.5b). A lack of time 
to compensate for disturbance (i.e. when individuals cannot further increase their foraging time) 
may explain why we did not find a clear increased foraging time in the field across all individuals 
following disturbance events 1 and 2, when the costs of disturbance were largest. In the model, 
inefficient foragers lost energy under most disturbance scenarios, whereas efficient foragers 
were able to deal with higher levels of disturbance without energetic losses (Figure 9.5c).   

Using average foraging time estimates of 85 GPS-tracked individuals (Figure 9.6a), our 
model estimated that a typical wintering oystercatcher could compensate for 2.4h disturbance 
per tidal period, assuming that disturbance pressure is similar during high and low tide. The large 
individual variation (SD = 0.70h), however, implies that some individuals can only compensate 
for low levels of disturbance (Figure 9.6b). When oystercatchers are disturbed for half an hour in 
each tidal period, the model predicted that 0.27% of the population would not be able to 
compensate for disturbance and was at risk that their condition would deteriorate. To illustrate 
that small changes in the distribution of the population affect this estimate, Figure 9.6c shows 
that the part of the population at risk was more than halved (0.10%) or doubled (0.53%) when 
individual variation in average foraging time would be 10% smaller or larger, respectively.  

 



159 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.5 Model predictions of 
disturbance thresholds, foraging 
time and energetic losses of 
individuals when there is 1h, 2h, or 
3h disturbance during either high 
tide, low tide or both tides, as a 
function of their average foraging 
time. (a) Maximum duration of low 
tide (DF_crit, Equation S7 in 
Supplement Text 1), high tide 
(DN_crit, Equation S8 in Supplement 
Text 1) and combined low and high 
tide (Dcrit, Equation S9 in 
Supplement Text 1) disturbance an 
individual is predicted to be able to 
compensate for. (b) Predicted tidal 
foraging time (Freal, Equation S6 in 
Supplement Text 1) for different 
disturbance scenarios. (c) 
Predicted energetic losses (Eloss, 
Equation S10 in Supplement Text 
1) in one tidal period for different 
disturbance scenarios. 
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Figure 9.6 (a) Average intertidal 
foraging time of 85 GPS tagged 
individual oystercatchers that 
were measured during at least 25 
tidal periods (see Supplement Text 
2 for details). (b) Distributions of 
maximum disturbance (Dcrit) for 
which individuals can compensate 
(see Figure 5a). Grey bars indicate 
the observed distribution from 
which the normal distribution 
(black line) was derived. (c) 
Percentage of the population that 
is at risk of starving due to 
disturbance, assuming that 
disturbance levels are maintained 
over extended periods and 
exceeding disturbance threshold 
will therefore lead to deadly 
condition reductions. In (b) and (c) 
functions are also displayed when 
the individual variation in foraging 
time observed in (a) would be 10% 
smaller or larger than the 
observed distribution. 
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9.4 Discussion 

Our field study shows that upon disturbance inefficient foragers lose most foraging time. Using 
an analytical model, we further show how inefficient foragers may lack the time to compensate 
for disturbance. Consequently, these results support our newly proposed hypothesis that time-
limited individuals are more likely to experience negative consequences from disturbance (e.g. 
condition reduction due to reduced food intake). Ultimately, variation in how time-limited 
individuals are can affect the proportion of the population that is at risk from their condition 
deteriorating upon disturbance. In combination, these empirical and analytical results support 
the biological relevance of the time-limitation hypothesis and thereby offer a novel perspective on 
the causes and consequences of individual variation in vulnerability to disturbance. We discuss 
how our hypothesis is complementary to prevailing ideas by exploring (1) the mechanisms that 
determine individual differences in vulnerability to disturbance, (2) potential feedback loops 
between an individual’s condition and its response to disturbance that can alter individual 
vulnerability to disturbance and (3) the implications of our findings for population studies.  
 
Individual variation in vulnerability to disturbance 

Individuals that live in the same area and encounter the same exposure to disturbance sources 
can experience different costs from disturbance. In accordance with previous studies (e.g. Carrete 
and Tella, 2013), we show that there is individual consistency in disturbance responses, i.e. the 
increased flight time of oystercatchers following transport aircraft disturbance. These differences 
in responses may be caused by an individual’s personality (Quinn and Cresswell, 2005) or 
previous experiences with disturbances (Conomy et al., 1998). Contrary to our expectations, 
however, oystercatchers that had bred locally responded more fiercely and increased flight time 
more than non-local breeders. Although local breeders may be more used to jets and small civil 
aircraft, the frequency of occurrence of other human disturbance sources is limited (van der Kolk 
et al., 2020c). Non-local breeders mostly nest in inland farmland areas, where they may 
encounter a larger range and higher frequency of human disturbance sources and thus may be 
more used or more tolerant to a range of (unusual) disturbance sources. Such differences among 
populations has been shown in song sparrows (Melospiza melodia), where individuals in urban 
areas respond less to disturbance compared to conspecifics in rural areas (Evans et al., 2010).  

The consequences of disturbance also differ for individuals that vary in their time 
budget. Individuals within a population can differ greatly in their foraging time and when they 
are active (Hertel et al., 2017; van der Kolk et al., 2020b). In general, individuals that forage 
longer, for example because they are less efficient foragers, are more likely to lose foraging time 
following disturbance. The costs of disturbance are thus expected to be higher for inefficient 
individuals.  

Whether or not disturbance results in actual condition reductions may well depend on 
the ability of the individual to compensate for disturbance (Blanc et al., 2006; Selman et al., 2013). 
Individuals can compensate for disturbance by increasing foraging time after disturbance (Urfi, 
2011; Urfi et al., 1996). In our study, only after the third event foraging time was sufficiently 
prolonged in subsequent tidal periods to compensate for disturbance. A lack of compensation is 
not necessarily surprising, since foraging time is restricted by the tidal pattern and many 
individuals may be unable to increase foraging time after disturbance. Alternatively, individuals 
may increase their foraging efficiency to compensate for disturbance (Iason et al., 1999; Swennen 
et al., 1989). Oystercatchers can also increase their intake efficiency by decreasing the handling 
time of prey, but they are not likely to do so as this increases the risk of bill damage (Swennen et 
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al., 1989). Whether or not individuals can compensate will not only depend on how time-limited 
they are, but also on the environmental conditions, such as food availability (Iason et al., 1999). 

There seems to be a twofold cost of disturbance for less efficient individuals: Firstly, 
since they spend more time foraging they are more likely to be disturbed while foraging and, 
secondly, they have less spare time to compensate for disturbance. It is important to note, 
however, that those are often two sides of the same coin, since both these aspects act via limiting 
the potential maximum foraging time. Notably, the potential maximum foraging time is also 
limited upon disturbance for efficient foragers. Since efficient foragers do not utilize all available 
foraging time, disturbance will not affect their behavioural pattern if it takes place when those 
individuals were not foraging, even though they could have potentially been doing so. In our field 
study, for example, all individuals were limited in their potential foraging time following the 
disturbances, but realized foraging time was only affected in individuals that would utilize that 
time to forage under normal conditions. 

In many populations, individuals differ not only in how long they forage but also in when 
they can or prefer to forage, which is due to individual differences in feeding strategy or 
specialisation (Hertel et al., 2017; van der Kolk et al., 2020b). In these situations, disturbance may 
only affect the foraging time of a part of the population. For example, in a population where some 
individuals feed during the night and others during the day, day-time disturbance will only 
reduce foraging time of day-time foragers.  

We empirically studied how individuals vary in their response to disturbance by taking 
advantage of large disturbances by transport aircraft. Such disturbances are rare and 
consequently we could only study three of such events (possibly their rarity also explains the 
strong response). Although higher sample sizes are preferred, it is challenging to study many 
disturbances similarly for a high number of individuals: Studying individual variation in 
responses to disturbance requires a study setup in which all individuals experience strong 
disturbances in the same way. Disturbances that have a large impact and significantly affect 
foraging time are, however, difficult to mimic experimentally and generally rarely occur 
‘naturally’. Note, however, that our hypothesis also applies to small disturbances, such as 
recreational disturbances that affect many species in many areas, since also weak disturbances 
are expected to impact time-limited individuals more than others. However, it is challenging to 
test our hypothesis by studying small disturbances since the direct effects are (i) likely to be too 
small to accurately measure differences among individuals (e.g. foraging time loss) in the field, 
and (ii) smaller natural disturbances typically only elicit responses at short distances, meaning 
that individuals that are even several hundreds of meters apart are disturbed in different ways 
by the same event and cannot be meaningfully compared. 
 
Feedback loops between condition and disturbance responses 

Individuals that are inefficient and spend more time foraging have been shown to be in a worse 
condition (Black-legged kittiwakes Rissa tridactyla; Angelier et al., 2007), have lower breeding 
success (European shags Phalacrocorax aristotelis; Daunt et al., 2014) and have lower apparent 
survival (Eurasian oystercatchers; van der Kolk et al., 2020b). Feedbacks between an individual’s 
condition and disturbance response could modulate the impact of both individual variation-
pathways on condition reductions (Figure 9.1). Individuals balance the energy investment that 
they put into the disturbance response against the perceived predation risk (Frid and Dill, 2002; 
“risk-disturbance hypothesis” in Figure 9.1). Animals that are in a worse condition are generally 
willing to take more predation risks while foraging (Bachman, 1993; Sinclair and Arcese, 1995; 
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Sweitzer, 1996), and were also suggested to invest less energy in responding to disturbance 
(Stankowich and Blumstein, 2005). Since human disturbances are generally non-lethal, this 
feedback between condition and disturbance response could reduce the impact of individual 
variation on condition reductions. In support of this hypothesis, turnstones Arenaria interpres 
that received supplementary food responded at a larger distance and flew further when 
approached by walkers in comparison to turnstones that were not fed (Beale and Monaghan, 
2004a). Also, shorebirds respond less to disturbance later in the winter season and with colder 
temperatures, so under conditions when it is more difficult to meet their energy requirements 
(Collop et al., 2016; Stillman and Goss-Custard, 2002). Alternatively, individuals that are in a 
worse condition may need to respond equally or earlier as their conspecifics to disturbances 
when their escape ability is negatively affected by a lower body or health condition (Alzaga et al., 
2008; “escape ability hypothesis” in Figure 9.1). Predators may target the weakest individuals, and 
therefore it is important for weak individuals not to stand out in comparison to conspecifics. This 
is supported by studies that show that healthier individuals respond less to predatory cues 
(López et al., 2005; Martín et al., 2006). For example, it was shown that yearlings of the Collared 
flycatcher Ficedula albicollis with a shorter flight initiation distance take longer to catch in an 
aviary, indicating they were in a better condition (Jablonszky et al., 2017).  

In our study, inefficient foragers are expected to be in a worse condition than efficient 
foragers, which may explain why they tended to increase their flight time less upon disturbance. 
However, the overall costs of disturbance were still higher for inefficient foragers than for 
efficient foragers, since they lost more foraging time (Figure S3). In flocking species, such as 
oystercatchers at high tide roosts, individuals may need to respond simultaneously as group-
members to not stand out (Hilton et al., 1999). Following disturbance, all individuals may thus be 
similarly affected independent of their condition, which may explain why the total costs of 
disturbance were still higher for inefficient foragers. 

If environmental conditions are mild, time-limited individuals may be able to take in 
sufficient energy to maintain their body condition and not necessarily in a worse condition than 
conspecifics. However, when this is the case, time-limited individuals are the first individuals to 
be negatively affected once disturbance occurs, since they are less able to compensate. Overall, 
our time-limitation hypothesis thus offers an additional and complementary view on how non-
lethal human disturbances may negatively affect an animal’s condition (Figure 9.1). 
 

Implications for predicting population consequences of disturbance 

Predicting the population consequences of disturbance is important in conservation research to 
define effective mitigation measures (Hertel et al., 2017; Pirotta et al., 2018, 2015; Stillman and 
Goss-Custard, 2010). Understanding individual behaviour can be crucial for predicting 
population processes (Pirotta et al., 2015; Stillman and Goss-Custard, 2010). When modelling 
population effects of disturbance, our study suggests that it is important to include individual 
variation in immediate responses to disturbance as well as variation in individual’s time-budgets. 
Our hypothesis implies that variation in how time-limited individuals are strongly influences the 
proportion of the population that is at risk that their condition deteriorates due to disturbance. 
This is true even under low levels of disturbance and under normal winter conditions: The 
estimated disturbance thresholds for the 1% most vulnerable part of the population are threefold 
lower than for the mean individual (Figure 9.6).  

Individual variation in time budgets is currently not included in many of the models that 
study the effects of disturbance on populations (e.g. New et al., 2014), although many existing 
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modelling frameworks would allow inclusion of individual variation (e.g. Pirotta et al., 2018). In 
individual-based models, however, the effect of individual variation in time budgets on 
disturbance vulnerability is often already implicitly incorporated. For example, individual-based 
models that simulate wintering populations of shorebirds do include individual variation in 
foraging efficiency (Goss-Custard et al., 2006; Stillman and Goss-Custard, 2010). In such models, 
individuals with a low foraging efficiency (or individuals that forage on poor sites) will forage on 
average longer, and therefore also suffer more from disturbance since they have less spare time 
in which they can compensate for disturbance costs.  

Finally, disturbance may target the same individuals within a population as harsh 
weather conditions and poor food stocks: with increasing disturbance, harsher weather 
conditions and lower food availability, the condition of the most time-limited and least efficient 
individuals will deteriorate first, ultimately impacting the survival of the population. The impact 
of disturbance, food stocks and weather are thus likely to interact, and models that aim to predict 
disturbance impacts should ideally consider the synergistic effects of individual variation in time 
limitation on all these environmental factors combined. 
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Chapter 10 

Disturbance reduces oystercatcher winter survival only in 

rare harsh winters 

Henk-Jan van der Kolk, Marleen Rijksen, Bruno J. Ens, Kees Rappoldt, John Goss-Custard, 
Richard Stillman, Magali Frauendorf, Karin Troost, Andrew M. Allen, Allert I. Bijleveld, Eelke 
Jongejans, Hans de Kroon & Martijn van de Pol 
 
Abstract 

Disturbance can negatively impact animal behaviour and thereby potentially affect animal 
populations by lowering reproduction or survival. Modelling approaches are commonly used to 
estimate whether disturbance may increase mortality, since such impacts are hard to observe in 
the field. Up till now, models have not been used to quantify the impact of aircraft disturbance 
and have hardly explored how disturbance thresholds (the level of disturbance at which survival 
is affected) vary among years with different environmental conditions. We developed an 
individual-based model for wintering oystercatchers in the Dutch Wadden Sea by integrating 
detailed height maps, benthic surveys, weather data and tidal water height measurements 
between 1995 and 2018. The model simulates oystercatchers which vary in their foraging 
efficiency and move in a patchy food landscape to forage in order to meet their energy 
requirements. Simulated mortality and foraging time were significantly correlated with observed 
mortality and foraging time, indicating that the model was able to capture variation in winter 
harshness. We then quantified impacts of local military aircraft exercises and overall disturbance 
levels on oystercatcher mortality on the island Vlieland. Disturbance by military aircraft was 
predicted to cause an increase in foraging time but typically did not impact mortality, indicating 
that birds have sufficient time to compensate for disturbance costs in most winters. Lastly, by 
simulating realistic combinations of weather conditions and food landscapes, we quantified that 
current levels of overall disturbance are only likely to impact survival in 8% of the winters (i.e. 
the winters with limited food availability and harsh weather conditions). We conclude that 
current levels of disturbance are unlikely to lower survival of oystercatchers in the Dutch 
Wadden Sea in normal winters, but can have an impact in harsh winters. The large variation in 
potential disturbance impacts among years implies that policy makers should carefully regulate 
disturbance such that impacts are low also in relatively harsh winters.   
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10.1 Introduction 

Wildlife in natural areas is confronted by human activities globally, which challenges policy 
makers to define effective conservation measures to minimize the impacts of disturbance. 
Disturbance of wildlife can result in flight responses which are energetically costly (Stankowich, 
2008), loss of foraging time (Houston et al., 2012) and changes in space use (Richard and Côté, 
2016; Rutten et al., 2010). Ultimately, behavioural responses towards disturbance can lower 
survival or reproduction success (Steven et al., 2011), and quantifying such impacts on animal 
populations is a crucial step to define effective conservation measures (King et al., 2015; Pirotta 
et al., 2018; Sutherland, 2007). 

Measuring the impact of disturbance on fitness directly is challenging since it is difficult 
to quantify subtle effects of disturbance on mortality or reproductive success in the field, 
especially in species that are long-lived or have a high natural variability in mortality and 
reproduction. Also, behavioural responses alone cannot be used as a proxy for the population 
consequences of disturbance, because whether animals will actually suffer from disturbance 
depends on their ability to compensate for disturbance costs and the availability of alternative 
habitat (Burton, 2007; Gill et al., 2001). For example, animals can compensate for lost foraging 
time by increasing their foraging time later (Urfi et al., 1996). Thus, an individual’s ability to 
compensate for disturbance costs and the biotic and abiotic environmental conditions should be 
taken into account when assessing population impacts of disturbance.  

Modelling approaches offer opportunities to quantify effects of disturbance on a 
population. For example, the Population Consequences of Disturbance (PCoD) modelling 
framework was used to quantify the impacts of disturbance on fitness of marine mammals 
(Farmer et al., 2018; King et al., 2015; Pirotta et al., 2018). Individual-based models are also 
widely used (Grimm and Railsback, 2005), and were applied to quantify the impacts of 
disturbance on waterfowl and shorebirds (Stillman et al., 2007). The model Morph (Stillman, 
2008), for example, was used to predict the impact of disturbance on winter survival of 
shorebirds. West et al. (2002) found that many small disturbances had a larger impact than a few 
large disturbances, and that in their case study the energetic costs of disturbance were more 
detrimental than habitat loss. The model WEBTICS (Rappoldt et al., 2004) is a distribution model 
that has been applied on the Dutch Wadden Sea to quantify the impacts of soil subsidence and 
fishery on carrying capacity (Rappoldt and Ens, 2013), but has not been used to quantify impacts 
of disturbance although this would be theoretically possible. The WEBTICS model includes a 
detailed food landscape and simulates observed weather and water height, but does not explicitly 
simulate individual birds and ignores individual variation. 

An important consideration for predicting population costs of disturbance is that the 
amount of disturbance that animals can endure varies among species, years and sites. Some years 
or sites have more favourable weather and food conditions meaning that animals are better able 
to compensate. Although modelling frameworks exist, little exploration has been done on how 
environmental conditions affect disturbance thresholds, i.e. the amount of disturbance at which 
survival is negatively affected. Using Morph, (Goss-Custard et al., 2006) showed that disturbance 
thresholds for oystercatchers in the Baie de Somme in northern France differed among three 
winter seasons, ranging from 0.2-0.3 disturbances per hour in a mild winter with high food 
availability to 1.0-1.5 disturbances per hour in a winter with harsh conditions. The Morph model 
was further developed to study the impact of disturbance on survival and carrying capacity by 
(Collop, 2017), who simulated the impact of wildfowling and other human activities on 
shorebirds in Poole Harbour (south coast of England) in combination with scenarios for varying 
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levels of sea level rise and food availability. She found that while disturbance was predicted to 
negatively impact Black-tailed godwits and especially Bar-tailed godwits, no significant impact 
was predicted for five other shorebird species. In contrast, an earlier Morph study predicted that 
survival in four out of eight wader species was negatively affected in the Southampton Water 
(also south coast of England) (Stillman et al., 2012). These contrasting results show that 
population impacts of disturbance differ among species, sites and years, and highlights the 
importance to quantify impacts of disturbance for other areas and for a broad range of 
environmental conditions. 

We developed an individual-based model for wintering Eurasian oystercatchers 
(Haematopus ostralegus) in the Dutch Wadden Sea to quantify how impacts of disturbance varied 
among winters with different environmental conditions. The new model integrates the detailed 
food landscape and abiotic environment from the model WEBTICS (Rappoldt et al., 2004) with 
the concepts of individual variation of the model Morph (Stillman, 2008). We use data from 
colour-ringed individuals and GPS-tracked oystercatchers to validate our model. Our aims were 
to (1) quantify whether current levels of disturbance were likely to cause additional mortality 
and (2) to quantify dose-response relationships of different types of disturbance. We quantify 
both the impacts of overall levels of disturbance acting everywhere and disturbances caused by 
local military aircraft exercises (van der Kolk et al., 2020c, 2020a), a disturbance source for which 
population consequences have not been derived before. We quantified the impacts of disturbance 
for multiple winter seasons to study how the impact differed under both favourable and harsh 
weather conditions and varying food availability. 
 
10.2 Methods 

Study system 

The breeding range of the Eurasian oystercatcher extends from South Europe to the northern 
coasts of Scandinavia and Russia, but the highest numbers breed in Germany, the Netherlands 
and the United Kingdom (van de Pol et al., 2014). Oystercatchers winter in large numbers in the 
intertidal areas of the Dutch Wadden Sea and Zeeland (van de Pol et al., 2014). The wintering 
population in the Wadden Sea consists of local breeders, inland breeders (Allen et al., 2019) and 
individuals that breed in northern Europe. Oystercatchers are a long-lived species that generally 
have a high winter survival rate (90-95%), but mass mortality may occur in increasingly rare 
winters with prolonged periods of cold weather, especially when food stocks are low (Allen et al., 
2019; Camphuysen et al., 1996; Duriez et al., 2012). 

During high tide, birds roost on high tide roost sites on higher sandflats or dikes. During 
low tide, oystercatchers forage on mussel beds and intertidal flats. Blue mussels (Mytilus edulis) 
and Common cockles (Cerastoderma edule) belong to the main prey species (Hulscher, 1996). 
Individual oystercatchers specialize in feeding methods or prey species. Other prey species, e.g. 
shellfish like sand gaper (Mya arenaria), Baltic tellin (Macoma balthica), peppery furrow shell 
(Scrobicularia plana), and razor clams (Ensis sp.), or worms (e.g. Hediste diversicolor) may be 
locally important food sources, but they are not the staple food for the population at large. 
Oystercatchers mostly forage on intertidal flats, but inland grasslands provide an alternative 
feeding habitat where birds can forage on worms. These inland fields can also be utilized during 
high tide, but not when the soil is frozen. 

Following the peak number in the eighties, the Dutch oystercatcher population is 
declining now for several decades at a rate of 3% per year (van de Pol et al., 2014). Disturbance 
is one cause that has been insufficiently studied (van de Pol et al., 2014), but receiving more 



172 
 

attention in recent years. Studies have now quantified the energetic costs of disturbance at high-
tide roost sites (van der Kolk et al., 2020c, 2020a) and mapped the disturbance costs over larger 
areas (van der Kolk et al., 2020a), but the effects of disturbance on survival have not yet been 
studied.  
 
Model description 

Model overview 

The new model is an individual-based model (Grimm and Railsback, 2005) with discrete time 
steps that simulates oystercatchers (‘foragers’) during a winter season from 1 September until 
15 March (Figure 10.1). Time progresses in steps of 30 minutes. Foragers aim to meet their 
energy requirements and maintain their body condition by taking in sufficient food. Foragers 
move and forage in a patchy food landscape where food stocks are based on annual benthic 
surveys. Foragers differ in their dominance and foraging efficiency, and those that cannot meet 
their energy requirements run out of fat reserves and ultimately die. The proportion of birds that 
do not survive in a simulation provides an estimate of the mean winter mortality rate due to 
starvation. Below, we provide a summary of the main model features. A detailed description of 
data sources and a detailed model description including all functions are provided in Appendix 
10.1 and Appendix 10.2 in the Supplementary Material, respectively.  
 

 
Figure 10.1 Simplified overview of the modelling process: Data sources used, model initialisation, summary 
of the simulation process and main output variables.   

 
Abiotic environment 

Observed temperature and tidal water height data are integrated in the model. Temperature data 
was obtained from weather stations from the Royal Netherlands Meteorological Institute (KNMI). 
Water height data was obtained in 10-minute intervals for the centre of each of the seven 
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subareas (see below) using the InterTides program (Rappoldt et al., 2014), which interpolates 
tidal water height levels based on observations at 15 tidal gauge stations from Rijkswaterstaat in 
the Dutch Wadden Sea and links these to the bathymetry of the tidal flats.  
 
Food landscape and prey species 

The food landscape in the model consists of patches of mussel beds, mudflats and grasslands. 
Mussel bed patches are based on an annual outline of mussel and oyster beds in the Wadden Sea, 
where each bed is used as a patch in the model. The remainder of the intertidal flats are divided 
in mudflat patches by creating Voronoi polygons around benthic survey locations of the 
Wageningen Marine Research (WMR; data available for winter seasons 1990-2018) and SIBES 
(data available for winter seasons 2008-2014) (Bijleveld et al., 2012; Compton et al., 2013a) 
sampling schemes. Mussel bed and mudflat patches are divided in fourteen 20cm height bins (-
200cm to +80cm NAP), to simulate exposure and prey densities in each height bin separately. A 
grassland patch is provided in each simulation as alternative foraging habitat where birds can 
forage at a fixed low intake rate during daytime, except when it is freezing. 

On mussel beds only blue mussels are available to forage on, whereas on mudflats 
cockles, Baltic clams and sand gapers are available as prey species. Cockles are separated in three 
size classes: 1-year-old cockles, 2-year-old cockles and cockles older than 2 years. Of each prey 
type, the densities and weights are tracked per patch. Seasonal fluctuations in weight of each prey 
species are simulated and eaten prey are removed from the patches. 
 
Foragers and foraging 

Foragers in the model represent wintering oystercatchers and are defined by a unique set of trait 
values for: Age (adult or 1st winter), sex (male or female), dominance score, foraging efficiency 
for strong-shelled shellfish, and foraging efficiency for soft-shelled shellfish. In the model, each 
forager aims to reach and stay at its reference weight, i.e. a target weight that varies seasonally 
due to seasonal variation in the costs and benefits of having a particular weight. Every tidal 
period, a bird aims to meet its energy requirements, where the energy requirements depend on 
the costs of metabolism, thermoregulation, disturbance and the difference between a foragers 
current weight and its reference weight. A forager can evaluate its intake rate on all patches based 
on the available food sources and the number of competitors (reducing intake rates through 
interference). A forager chooses to forage on a patch where the intake is sufficiently high (defined 
by a minimum intake threshold parameter), and will prefer to stay on that patch. It will also prefer 
to return to the same patch in the next tidal period, resembling the high site fidelity that 
oystercatchers show to their feeding areas. When intake rates become too low on their preferred 
patch (e.g. because of prey depletion), the forager will choose a new patch randomly from the 
patches that are available and have a sufficiently high intake rate. No costs of commuting between 
foraging and roosting areas are taken into account, but foragers cannot move outside subareas 
(see below).  
 
Disturbance landscape 

We simulate two types of disturbance: (1) Background disturbance levels, which affect all birds 
during low tide and high tide during daytime, and (2) military aircraft exercises which are 
spatially explicit and only affect birds within a given radius from the military training area on 
Vlieland. 
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Background disturbance levels (caused by any source of disturbance) are simulated as 
an additional energy expenditure of 0.39 kJ and 31 s foraging time loss per hour. These values are 
based on the finding that oystercatchers are disturbed in our study area about 0.28 times per 
hour at high-tide roost sites (van der Kolk et al., 2020c), after a disturbance oystercatchers fly for 
approximately 39 seconds (van der Kolk et al., 2020c), flight costs are 0.036 kJ per second 
(Pennycuick, 2008), and total foraging time loss (flight + vigilant) is about three times the flight 
duration (Collop et al., 2016). Background disturbance affects all birds in the simulation equally 
and acts both during high tide and low tide, but only during daylight as most human disturbance 
sources and birds of prey are not active during night-time.  

Military aircraft exercises are performed on the island Vlieland (Figure 10.2), and based 
on previous research (van der Kolk et al., 2020c, 2020a) varying levels of disturbance impact 
were assigned to four different military aircraft exercises (Table 10.1). Military aircraft exercises 
are simulated spatially explicit and affect all birds that are present on patches within the impact 
radius (Table 10.1).  
 
 

 
Figure 10.2 Map of the Dutch Wadden Sea. The borders of the seven subareas, locations of oystercatcher high 
tide roost sites and the location of the military air force training area are marked on the map. Also, locations 
of benthic survey locations and mussel beds are mapped for the winter of 2010 to provide an indication of 
the food landscape detail.   

 
 
Table 10.1 Overview of simulated military aircraft exercises. Exercises per winter indicate how many 
exercises are performed in a winter. All birds present within the impact radius are equally affected.  

Aircraft type 

Exercises per 

winter1 

Energetic 

costs (kJ) 

Foraging time 

loss (h) 

Impact 

radius (km) 

Jet fighters 100-150 1 0.2 2 

Explosive bombings 2-10 8 0.5 4 

Helicopter 20-40 8 1 4 

Transport airplane 0-5 100 2.5 10 
1 Multiple successive exercises within one morning, afternoon or evening are counted as one. 
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Output variables 

The model provides several output measures regarding behaviour, condition and mortality of 
wintering oystercatchers: 

• Winter starvation mortality: The percentage of birds that died in the winter. 

• Foraging time: The mean foraging time in hours per tidal period (i.e. the time between 
two consecutive high tide moments, covering one low tide period). This measure is most 
similar to the ‘Stress Index’ in the WEBTICS model (Rappoldt et al., 2004), which is the 
percentage of time that birds need to forage to balance their energy budget. A longer 
foraging time is an indication that it takes the birds more effort to reach their energy 
requirements. Foraging time can be derived for each of the three feeding habitats 
separately (mussel beds, mudflats, grasslands). In oystercatchers, there is large 
individual variation in foraging time since individuals vary in their feeding 
specialisations and foraging efficiency (van der Kolk et al., 2020b). 

• Fat percentage (the difference between the actual body mass reserves and the potential 
maximum body mass reserves) of surviving birds at the end of the winter, or as an 
average over the whole winter, as a measure of body condition. 

• Spatial distribution: Occupation of foraging and roost sites per time step or as an 
average over the whole winter season.  

All model output variables are calculated for the total population, and for juveniles and adults 
separately. In this study, we only focus on winter mortality and foraging time, since there is 
currently no suitable data available to validate other output variables.  
 
Spatiotemporal extent  

The model can simulate the whole Dutch Wadden Sea, divided into seven subareas (Figure 10.2): 
Balgzand, Texel-Vlieland, (mainland of) Friesland, Terschelling, Ameland, Schiermonnikoog, and 
Rottum. Subareas are simulated separately to avoid birds moving between the subareas 
(reflecting the high site fidelity of wintering oystercatchers), to reduce computation time and 
because the timing of the tidal wave varies between subareas. The model can simulate the winter 
seasons 1995 until 2018, where the winter season of 1995 is 1 September 1995 – 15 March 1996.  
 
Model validation and sensitivity analysis 

We validated the model by comparing the output of model simulations with empirical data on 
mortality and foraging time. Using data from colour-ringed oystercatchers in a multi-state live 
and dead recoveries (MSLD) model (Allen et al., 2019), annual mortality probabilities were 
estimated for 1st year old birds and adults for the West Wadden Sea (subareas Balgzand, Texel-
Vlieland, Friesland and Terschelling) and East Wadden Sea (remaining subareas). We assumed 
that most variation in annual mortality was caused due to variation in winter mortality (Duriez 
et al., 2012), and hence compared the observed annual mortality with the simulated mortality. 
Note that simulated mortality only resembles winter mortality due to starvation. We compared 
mortality estimates for the winter seasons 1995-2018. To obtain simulated mortality estimates, 
we simulated each subarea three times for each winter season and averaged their outputs. Eleven 
out of 96 combinations of season, age class and area could not be compared due to low sample 
sizes in the empirical dataset.  

Secondly, using a large dataset from GPS-tracked oystercatchers we compared observed 
foraging times with simulated foraging times for the Texel-Vlieland subarea for the winter 
seasons 2016-2018. GPS data was obtained by mounting UvA-BiTS GPS trackers (Bouten et al., 
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2013) on wintering oystercatchers on the Wadden island of Vlieland. GPS positions and 
accelerometer data (from which foraging behaviour was derived, see (van der Kolk et al., 2020b) 
were recorded and used to calculate tidal foraging time in each of the three foraging habitats (van 
der Kolk et al., 2020b). We used tidal foraging time estimates for three winter seasons (sample 
sizes 2016: 2038 tidal foraging time estimates (17 individuals), 2017: 7622 (67), 2018: 7726 
(54)), and compared the following three variables with the output of simulations for the same 
winters of the Texel-Vlieland subarea:  

1) Comparison of allocation of foraging time to the three foraging habitats (mussel beds, 
mudflat and grasslands). We compared per winter the average time spent foraging in 
each habitat. 

2) Comparison of foraging time per tidal period. We matched observed and simulated 
mean total foraging time for each tidal period and tested the correlation between them. 

3) Comparison of individual variation in foraging time. We calculated per winter the mean 
foraging time per individual, and compared the distributions of individual mean 
foraging times between GPS tracked oystercatchers and simulated oystercatchers. 

Lastly, we performed a sensitivity analysis on all parameters to test how sensitive the model 
outcomes were for changes in its parameters. We changed one parameter at a time by adding or 
subtracting 25%, and repeated each simulation three times. The parameter sensitivity analysis 
was performed for the Texel-Vlieland area for the winters 2011 and 2012. The winter of 2011 
represents a winter with high simulated mortality, whereas simulated mortality was low in the 
winter of 2012. 
 
Scenario simulations 

Our main goal for scenario simulations was to quantify impact of current levels of disturbance 
and construct dose-response curves for background disturbance levels (affecting all birds) and 
for local military aircraft disturbances. Lastly, we explored how impacts of disturbance were 
altered by food availability and weather conditions.  

We focussed the scenario simulations on the Texel-Vlieland subarea, since the military 
training area is located there. To quantify the impact and dose-response curves of military 
disturbance we focussed simulations on the winter seasons 2008-2014, since only for those 
winters SIBES benthic survey data were available. The SIBES data are based on a dense sampling 
grid and thus describe the spatial food landscape in more detail than the WMR survey data. This 
higher spatial resolution is important for these specific simulations, considering that aircraft 
exercises act locally.  
 
Impact of military aircraft exercises on foraging time and mortality  
We simulated the subarea Texel-Vlieland for the winter seasons 2008-2014 with and without 
aircraft disturbance (Table 10.1) and compared mean foraging time and winter mortality. In 
order to estimate impacts conservatively (i.e. quantifying the impact in the worst scenario), we 
used the upper limit of aircraft exercises (Table 10.1) for each winter, and exercises were 
randomly assigned to a time, while having two exercises per day at a maximum (resembling 
morning and afternoon shifts, i.e. starting at 09:00h UTC and/or 13:00h UTC). We repeated each 
simulation 50 times. Using linear mixed models with winter season as random intercept, we 
tested whether the presence of military disturbance significantly affected foraging time or 
mortality.  
 



177 
 

 
Dose-response relationships of disturbance  
We derived dose-response relationships for (1) general background disturbance levels (affecting 
all birds during daytime), (2) jet fighter exercises, (3) helicopter exercises and (4) transport 
airplane exercises. For each disturbance type, we simulated varying levels of disturbance (each 
level 50 simulations) to derive winter mortality for the winter seasons 2008-2014. For each level 
of disturbance, winter mortality was compared with simulations without disturbance. To 
determine disturbance thresholds, we derived for each winter season the disturbance levels at 
which mortality increased by at least 1%. 

For these simulations we assumed that the impact of aircraft was independent of 
aircraft presence frequency, and we did thus not include the frequency-dependent tolerance that 
was observed among different locations in the Wadden Sea (Chapter 4). We did not include this 
mechanism since it is uncertain whether frequency-dependent tolerance is caused by habituation 
or by sensitive birds avoiding disturbed sites. Which of these mechanisms underlies frequency-
dependent tolerance is important to predict the population consequences: Habituation will 
dampen the impacts of increased aircraft frequency on a population, since birds spend less 
energy responding to disturbance when they become more habituated, whereas avoidance may 
increase the impacts of aircraft disturbance since it reduces the available roosting and foraging 
areas. The dose-response relationships should thus be interpreted as the effect of a specific 
aircraft overflight frequency if responses are similar to the currently observed responses. Future 
research in the behavioural mechanisms causing frequency-dependent tolerance is needed to 
include this in individual based models that quantify the impact of varying frequencies of aircraft 
disturbance.  
 
Interactions between disturbance and environmental conditions  
We explored how environmental conditions and food availability affected the disturbance 
threshold for background disturbance levels for the Texel-Vlieland subarea. All combinations of 
the food landscape and abiotic environmental conditions (temperature and water height) for 
1995-2018 were simulated, yielding a total of 576 unique food landscape-weather combinations. 
To exclude the possibility that differences among years were caused by varying interference 
among birds, the number of foragers was fixed for all simulations at 14,550 individuals (the 
average number of wintering oystercatcher in the Texel-Vlieland subarea between 1995 and 
2018). We tested the impact of disturbance by simulating for each of those combinations for 
background disturbance levels of 0, 0.5, 1, 2 and 5 disturbances per hour. To explore variation in 
disturbance levels among winter seasons with different conditions, we identified the disturbance 
level at which mortality increased by at least 1%. We then studied whether the impact of 
disturbance was related to food limitation or weather harshness. For this purpose, we calculated 
for each winter a food limitation index and weather harshness index. The food limitation index is 
the average mortality in 24 simulations using the food landscape of one winter seasons (24 
simulations because the food landscape is combined with the weather conditions of the 24 
winters 1995-2018) under a scenario without disturbance. The weather harshness index is the 
average mortality in 24 simulations using the weather and tidal data of one winter seasons (24 
simulations because the weather and tidal data is combined with the food landscape of the 24 
winters 1995-2018) under a scenario without disturbance. For each food-winter and for each 
weather-winter, we then calculated the percentage of winter-combinations where the 
disturbance threshold was below 0.5 (again 24 simulations per food-winter or per weather-
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winter). We only performed this analysis for background disturbance levels (and not for aircraft 
disturbance), since aircraft disturbance was only simulated for the winters 2008-2014 for which 
SIBES data were available (see above).  
 
10.3 Results 

Model validation 

Comparison with annual mortality 

Simulated mortality due to winter starvation was significantly correlated with observed annual 
mortality for all winters, both age classes and both subareas together (n=85, p=0.0004; Figure 
10.3; Figure S10.1 in Supplementary Material). The correlation was somewhat stronger for 1st 
year birds (r=0.41 and r=0.43 for West Wadden and East Wadden, respectively) than for adult 
birds (r=0.20 and r=0.38, respectively). In most winter seasons, the simulated winter mortality 
due to starvation was lower than the observed annual mortality (Figure 10.3). This is expected 
as birds in the wild can die in winter due to other causes than starvation (e.g. disease) and also 
die in summer.  
 

 
Figure 10.3 Correlation between simulated mortality due to starvation and observed annual mortality for 1st 
year mortality and adult mortality. 

 

Comparison with GPS foraging data 

We used a large set of GPS data to validate foraging habitat usage, tidal foraging time and 
individual variation in foraging time for the winter seasons 2016, 2017 and 2018 for the Texel-
Vlieland subarea. Both simulated and observed birds allocated most foraging time to intertidal 
flats over mussel beds and grasslands (Figure 10.4a). Especially in the winter seasons 2017 and 
2018, however, simulated birds foraged more on mussel beds and grasslands compared to 
observed birds. There was a significant correlation between the observed and simulated tidal 
foraging time, but simulated mean foraging times showed more variation and tended to be longer 
than observed foraging times (Figure 10.4b). Both wild oystercatchers and simulated 
oystercatchers vary in how much time they spend foraging on average. The distribution of 
individual mean foraging times was similar between observed and simulated birds in the winter 
season 2017, but in the winter seasons of 2016 and 2018 there was more individual variation 
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among individuals in the model compared to the empirical data. This was caused by a larger 
proportion of individuals that spend more time foraging (Figure 10.4c).  
 

 
Figure 10.4 Comparison between observed and simulated foraging time (in h per tidal cycle) in the winter 
seasons 2016, 2017 and 2018. (a) Observed and simulated allocation of foraging time over the three feeding 
habitats, where each bar represents the average time spend in the feeding habitat over the whole winter. (b) 
Correlation between observed and simulated foraging time, where each dot represents the average foraging 
time of one tidal period. (c) Observed and simulated distributions of mean individual foraging times. In (b), 
the dashed line depicts a perfect correlation where observed foraging time equals simulated foraging time, 
whereas the solid line depicts the correlation in the dataset.  

 

Sensitivity analysis 

We observed how robust simulated mortality and average foraging time was by adding or 
subtracting 25% to or from each parameter, separately for adults and 1st winters, for a winter 
with high mortality (2011) and one with low mortality (2012) (Figure S10.2-S10.5 in 
Supplementary Information). In both winters the mortality of adults was robust to changes in 
most parameters. Parameters that had a large impact were the conversion factors from wet 
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shellfish weight to ash free dry weight and from ash free dry weight to energy (Figure S10.2-
S10.3), as well as the function for thermoregulation costs (Figure S10.2-S10.3). Changes in the 
same parameters impacted the mortality of 1styear birds (Figure S10.4-S10.5). A 25% change in 
the maximum foraging time affected mainly 1st year survival, and less adult mortality. Changes in 
the intake rate threshold, the threshold below which a bird decides to leave a patch, had limited 
impact on both 1st year and adult mortality estimates. Some parameters had a large impact on 
the average foraging time, but not on mortality, such as the maximum wet weight of prey that can 
be held in the digestive tract. 
 
Scenario simulations 

Impact of military aircraft exercises on mortality and foraging time 

We compared simulations with and without military aircraft training exercises to predict their 
potential impact on mortality. Mortality was not affected by the presence of military training 
exercises (Figure 10.5a-b). Foraging time of birds in the Texel-Vlieland subarea, however, 
increased by on average 108s per tidal cycle (0.6% of their mean foraging time (5.07 h) in 
undisturbed simulations) when military aircraft exercises were present (Figure 10.5c-d). These 
results indicate that although birds needed to compensate for disturbance by increasing their 
foraging time, there was sufficient time to do so and hence survival was not affected in the model.  
 
Dose-response relationships of disturbance 

Within the simulated range of disturbance levels there was no significant impact of jet fighter 
exercises or helicopter exercises on mortality, even when levels of disturbance were double the 
upper limit of observed disturbance levels (Figure 10.6). Background disturbance levels and the 
number of transport airplanes did have a significant impact on mortality (Figure 10.6). The 
additional mortality varied among winter seasons: Background disturbance and transport 
airplanes had most impact in the winter seasons 2011 and 2013, when even little disturbance 
caused additional mortality, but little impact in the winter seasons 2009 and 2014, when even 
high disturbance levels caused little additional mortality (Figure 10.6). Disturbance thresholds at 
which winter mortality would increase with 1% (absolute increase in mortality) were 0.28-0.56 
disturbances per hour for background disturbance levels and 15-20 transport airplane exercises 
per winter in the most severe winters (Supplement Table S10.1). These disturbance thresholds 
are above actual levels of disturbance, which are around 0.28 disturbances per hour for 
background levels and 5 transport airplane exercises per winter. In the mildest winters, 
disturbance thresholds were as high as 5.3-5.9 disturbances per hour for background disturbance 
levels or over 100 transport airplane exercises per winter. 
 
Interactions between background disturbance and environmental conditions 

By simulating all possible combinations of food landscapes and abiotic environmental conditions 
for the winter seasons 1995-2018, we were able to identify disturbance threshold for 576 
different winter seasons with realistic and unique combinations of food availability and weather 
(Figure 10.7, Figure S10.6-S10.7). Overall, background disturbance thresholds were below 0.5 
disturbances per hour in 8% of the winters, meaning that the currently observed levels of 
background disturbance are expected to cause additional mortality (>1%) in one out of twelve 
winters (Figure 10.7a). Background disturbance was more likely to cause additional mortality 
(i.e. a disturbance threshold below 0.5 disturbances per hour) in winters that were more food 
limited (Figure 10.7b) and in winters when weather conditions were harsher (Figure 10.7c). The 
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winters with a low disturbance threshold were mostly those winters which were both food 
limited and had harsh weather conditions (Figure S10.7). 
 

 
Figure 10.5 Simulated mortality (a-b) and foraging time (c-d) in 2008-2014 Texel-Vlieland area with and 
without military aircraft exercises. (b) and (d) show mortality and foraging time in simulations with aircraft 
disturbance minus mortality and foraging time in simulations without aircraft disturbance, respectively. Data 
from 1st winter and adults were combined. Error bars show standard deviations of the simulation output (a, 
c) or of the difference between random pairs of simulations with and without disturbance (b, d; n=50 
repeated simulations).  

 
10.4 Discussion 

We constructed an individual-based model that was fed with empirical estimates of food, 
weather, tidal, geomorphological and competitor conditions, to quantify impacts of disturbance 
on wintering oystercatchers. By comparing empirical behavioural data with model simulation 
output, we show that there is a correlation between predicted and observed mortality and 
foraging time, indicating that the model is capable of capturing natural variation in winter 
harshness. As far as we are aware, this is the first study to quantify the impacts of aircraft 
disturbance on the survival of animals, and we found that current levels of military aircraft 
exercises do typically not impact the survival of wintering oystercatchers. In most winters, there 
is thus sufficient time for oystercatchers to compensate for the costs of aircraft disturbance 
.Background disturbance levels, for which dose-response relationship were strongest and we 
could simulate 576 unique combinations of weather conditions and food landscapes, are also 
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typically unlikely to increase mortality. However, sampling from observed variability in annual 
food landscapes and weather conditions suggests that only in one out of 12 winters background 
disturbance levels have the potential to increase mortality by at least 1%.  
 

 
Figure 10.6 Dose-response relationships of disturbance, per winter (coloured lines) and the average ± 
standard error (n=7 years) of all years (black dots and black lines) for (a) background disturbance levels, (b) 
jet fighter exercises, (c) helicopter exercises and (d) transport airplane exercises. Black bars indicate the 
observed range of disturbance levels. Additional mortality is expressed in additional percentage points 
compared to simulations without presence of disturbance. Note the different scales on the y-axis in (a) 
compared to (b-d). 
 

Population consequences of disturbance 

Disturbance can have an immediate impact on the behaviour and space use of animals (Leblond 
et al., 2013; Stankowich, 2008), but such behavioural responses do not necessarily reduce fitness. 
If animals have time and resources to adapt and compensate, for example by extending foraging 
time following disturbance (Urfi et al., 1996), disturbance may not impact survival or 
reproduction. Our study suggests that oystercatchers generally have enough time to compensate 
for the costs of current levels of disturbance. Only in harsh winters, observed levels of 
disturbance have the potential to increase mortality. Using similar models, it was predicted that 
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human activities did not impact mortality of wintering oystercatchers in Poole Harbour (Collop, 
2017), but that recreational disturbance increased mortality in the Solent (Stillman et al., 2012). 
The disturbance thresholds identified in our study are similar to those derived by the Morph 
model for wintering oystercatchers in the Baie de Somme, where disturbance thresholds ranged 
from 0.2-0.3 disturbances per hour in a harsh winter to 1.0-1.5 disturbances per hour in a mild 
winter (Goss-Custard et al., 2006). In our study, disturbance thresholds could be even as high as 
5.3-5.9 disturbances per hour, possibly because we simulated more winter seasons and thereby 
a larger range of environmental conditions. 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10.7 (a) Distribution of the 
background disturbance thresholds (i.e. 
disturbance increases mortality with at 
least one percent) in the 576 simulated 
winter seasons with unique combinations 
of food landscapes and environmental 
conditions. (b) Relationship between food 
limitation index and the percentage of 
winters at which the disturbance 
threshold was lower than 0.5 disturbances 
per hour. (c) Relationship between 
weather harshness index and the 
percentage of winters at which the 
disturbance threshold was lower than 0.5 
disturbances per hour. In (b) and (c), each 
point represents 24 simulations using a 
fixed food landscape combined with the 
abiotic environment of all 24 winters (b) 
or using a fixed abiotic environment 
combined with the food landscape of all 24 
winters (c). Note that the simulations 
where the disturbance threshold is lower 
than 0.5 disturbances per hour are mostly 
those winters with a combined high food 
limitation index and weather harshness 
index (Figure S10.7).  
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Our study highlights that the impacts of disturbance vary largely among winters. The 
varying impact of disturbance across winters provides challenges for policy makers and 
conservation of natural areas: Although a considerable amount of disturbance may be tolerated 
in most winters without animal populations being affected, it is hard to foresee in which winters 
disturbance may actually have an impact. For oystercatchers in the Wadden Sea, it is not possible 
to predict whether an upcoming winter will bring harsh weather conditions and also food 
availability in the upcoming winter is generally unknown since food stocks are only monitored in 
spring and summer. We thus suggest that policy makers aim to keep disturbance levels below 
levels at which disturbance is unlikely to impact mortality even in relatively harsh winters. The 
large variation in disturbance impact also implies that, since oystercatcher survival is impacted 
by disturbance only in one out of twelve winters, it is very hard to quantify disturbance effects 
on survival in observational field studies. This highlights that simulation models are a useful tool 
to supplement field observations, which are generally limited to quantifying the behavioural 
responses to disturbance. 
 
Future model improvements and scenario simulations 

Despite the vast knowledge on oystercatcher energetics (Zwarts et al., 1996), foraging behaviour 
(Blomert et al., 1996; Goss-Custard, 1996; van der Kolk et al., 2020b), movement and survival 
(Allen et al., 2019), it is inevitable that simplifications and assumptions are made when 
constructing individual-based models. Validating model output with empirical data showed that 
there are significant correlations between mortality estimates and foraging time estimates, 
indicating that the model is able to capture natural variation in behaviour and fitness. The amount 
of variation explained in the empirical data by the model simulation is, however, limited. It should 
be considered that (for the comparison of mortality) the observed annual mortality includes all 
sources of mortality in both summer and winter, whereas the model only simulates mortality due 
to starvation in winter. Although it is difficult to judge how precise the outcomes of the model 
simulations exactly are, we are confident that the results are meaningful since (1) the model is 
robust to changes in most parameters as shown in the sensitivity analysis, (2) most estimated 
disturbance thresholds are far above observed levels of disturbance meaning there is room for 
error in the predictions and (3) foraging time in the model is on average longer than in wild birds 
which would result in conservative predictions regarding the impacts of disturbance (i.e. 
simulated birds have less spare time than wild birds and will be less able to compensate for 
disturbance costs). To increase our understanding in how accurate these and similar models are, 
it is useful to compare model simulation of our model, the Morph model and the WEBTICS model 
for the same area in the future.  

Simulated birds generally forage longer and allocate more foraging time to mussel beds 
and grasslands. One explanation why simulated birds spend more time foraging than wild birds 
is that within one tidal period simulated birds will continue to forage until they reach their energy 
requirements, even when only patches are available where they can reach low intake rates (e.g. 
due to high water levels). In reality, in such situations birds may decide to temporarily stop 
foraging and compensate for energetic losses in future tidal periods when conditions are more 
favourable. By smartly allocating foraging time to the moments when the most favourable food 
patches are accessible, birds will spend on average less time foraging while achieving a similar 
intake. This can also explain why simulated birds spend more time on grasslands, which is 
generally viewed as alternative feeding habitat that is only utilized during high tide. The 
preferences of wild birds to forage during daytime over night-time and during moon-lit nights 
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over dark nights are currently also not included in the model (van der Kolk et al., 2020b). 
Including these preferences is relevant since birds may have substantially lower foraging 
efficiencies in the dark, of which we have however limited knowledge (but see Sitters, 2000). A 
better understanding of when birds decide to stop foraging and how birds balance their energy 
budget over multiple tidal periods is needed to simulate such detail in behavioural patterns.  
 Individuals vary in how sensitive they are to disturbance (Carrete and Tella, 2013), 
which may imply that some individuals respond more and experience higher costs from 
disturbance than others. Also, some individuals may consistently roost and forage on more 
disturbed sites. Individual variation in disturbance sensitivity is currently not included in the 
model. Spatial variation in disturbance levels was not integrated for background disturbance 
levels (which was assumed to exist everywhere), but military aircraft disturbance was modelled 
spatially explicit and thereby affecting only individuals nearby the military training area. A 
mechanism that is not included in the model but may lower the predicted impacts of disturbance, 
is that birds in a poor condition may respond less to disturbance (Beale and Monaghan, 2004a; 
Stillman and Goss-Custard, 2002). 

In the future, our model can be used to determine how carrying capacity is affected by 
disturbance, and to analyse the impacts of other human activities (e.g. fishery), and climate 
change scenarios (temperature rise and sea level rise) (Stillman and Goss-Custard, 2010). 
Previously, simulations have been done with the WEBTICS model to calculate how fishery 
(Rappoldt et al., 2008) and soil subsidence (Rappoldt and Ens, 2013) impact carrying capacity of 
wintering oystercatchers in the Wadden Sea. Since the current model integrates the individual-
based approach of the Morph model with the Wadden Sea-specific environment developed in 
WEBTICS, we will be able to quantify impacts of anthropogenic and natural pressures on survival 
directly. 
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Supplementary material Chapter 10 

Appendix 10.1: Description of data sources 

1. Food data 

Data from two benthic survey schemes was integrated in the model: Wageningen Marine 
Research (WMR) benthic survey (data available 1990-2018) and the NIOZ Synoptic Intertidal 
Benthic Survey (SIBES; data available 2008-2014).  
Annual surveys of the benthic stocks carried out by Wageningen Marine Research are described 
in detail by (Troost et al., 2017; van den Ende et al., 2020). The surveys outline the contours of 
mussel and oyster beds and take samples on grid locations to measure Common cockle 
(Cerastoderma edule), Blue mussel (Mytilus edulis) and Pacific oyster (Magellana gigas) stocks. 
The contours of mussel and oyster beds are determined by walking along the edge of a bed with 
a GPS. A mussel or oyster bed is defined as a bed where >5% is covered by mussels or oysters. 
Beds where both mussels and oysters cover >5% are defined as mixed beds. The mussel bed 
contours are available since 1995. 
Wageningen Marine Research annually samples shellfish in spring since 1990. Shellfish are 
sampled in North-South orientated transects that are mostly 4440 meter apart or, in regions with 
higher abundance of cockles and mussels, 2220 or 1110 meter apart. Within a transect, individual 
sampling points are 463 meter apart. On every survey location, a sample of 0.4 m2 and 7cm deep 
(stempelkor) or 0.1 m2 and 7cm deep (kokkelschepje of steekbuis) is taken. From every sample, 
the number and fresh weight (weight of live animals, including shell and enclosed water) of each 
shellfish species is measured, from this the density and wet weight can be derived. Cockles are 
separated in 1st year, 2nd year and older cockles (Troost et al., 2017). Data between 1990 and 
2018 were available. Cockles and Baltic tellins were sampled consistently since 1990. Mya 

arenaria were sampled since 1998.  
The SIBES scheme (Bijleveld et al., 2012; Compton et al., 2013b, 2012) samples the whole Dutch 
Wadden Sea annually from June to September in a grid with 500 m between sampling locations 
and an additional 10-20% random locations. At each location, a sample with a surface of 0.0175 
m2 and 25 cm deep is taken. All shellfish in the sample are identified to species level, and their 
length and ash free dry weight is determined. See (Compton et al., 2012) for more details. 
 

2. Tidal water height data 

Water levels at 10 minute intervals were obtained via InterTides, a program that uses 
measurements of 15 tidal gauge stations (Rijkswaterstaat, waterinfo.rws.nl) to reconstruct the 
water level at any given position in the Wadden Sea (Rappoldt et al., 2014). 
 

3. Height map 

A detailed height map of the whole Dutch Wadden Sea is constructed in 6 year cycles at a 20x20 
meter resolution by Rijkswaterstaat (Elias and Wang, 2013). 
 

4. Weather data 

Hourly temperature data were obtained from weather stations from the Royal Netherlands 
Meteorological Institute (KNMI). Data from four weather stations in and around the Wadden Sea 
were used to calculate daily mean temperatures (Table A1.1). In case of missing values, data from 
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the nearest weather station was used. Figure A1.1 presents the number of days where mean 
temperature was below 0°C for each winter for two weather stations.  
 
Table A1.1 Overview of KNMI weather station, data from which was used to simulate daily temperatures. 

KNMI station (nr) Coordinates Data available Used to simulate temperature in 

areas: 

De Kooy (235) 52.923°N 4.789°E 1990-2019 Balgzand 
Vlieland (242) 53.254°N 4.942°E 1995-2019 Texel-Vlieland & Friesland 
Terschelling (251) 53.391°N 5.346°E 1994-2019 Terschelling 
Lauwersoog (277) 53.408°N 6.196°E 1991-2019 Ameland & Schiermonnikoog & Rottum 

 
 

 
Figure A1.1 Number of days at which the mean temperature was below 0 °C in each winter season for the 
most western (De Kooy) and eastern (Lauwersoog) weather station. Winter season of 1990 = 1 September 
1990 – 15 March 1991. 

 
 
 

5. Oystercatcher data 

5.1 High tide roost counts 

Since 1975, waterbirds are counted in the Netherlands by volunteers as a Sovon project 
(Hornman et al., 2020). In the Dutch Wadden Sea, monthly counts are done at high tide every 
winter season from September to April. Missing counts are imputed. The number of 
oystercatchers in the Dutch Wadden Sea and in each subarea is therefore well known. Numbers 
counted in September and October are used as the initial number of individuals in the simulations 
(Figure A1.2).  
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Figure A1.2 Number of oystercatchers in the Dutch Wadden Sea counted in September-October of each year, 
for the Dutch Wadden Sea as a whole (a) and per subarea (b).  

 

 

5.2 Oystercatcher demographic data 

Wintering oystercatchers were caught with cannon nets or mist nets at high tide roosts in 2000-
2003 (Verhulst et al., 2004) and 2016-2017. Oystercatchers were equipped with colour rings, 
biometry measurements were taken and a small blood sample was obtained to determine sex. 
Overall, almost 2000 measured individuals provide information on the sex ratio, age structure 
and feeding specialisations of the winter population of oystercatchers (Figure A1.3-A1.6).  
 

 
Figure A1.3 Proportion of females in wintering populations of oystercatchers in the Wadden Sea. Numbers 
indicate sample sizes. Sex was determined based on biometry in 2000-2003 and based on DNA in 2016-
2018. 
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Figure A1.4 Proportion of juveniles in winter catches. Numbers indicate total sample sizes. 2000 = Winter 
season 2000-2001. 

 
 
 
 

 
Figure A1.5 Proportion of each feeding specialisation in each period (2000 = 2000-2003, 2016 = 2016-2018) 
in each subarea. Numbers indicate sample sizes. See (van de Pol et al., 2009) for how bill shape is determined. 
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Figure A1.6 Distribution of bill tip height in each period (2000 = 2000-2003, 2016 = 2016-2018) in each 
subarea. Ame = Ameland, Bal = Balgzand, Fri=Friesland, Rot=Rottum, Tex=Texel-Vlieland, Ter=Terschelling, 
Sch=Schiermonnikoog. 

 

5.3 Oystercatcher survival data 

Annual survival of oystercatchers was estimated using data from colour-ringed individuals 
caught during long-term studies on breeding populations on Schiermonnikoog, Texel and 
Ameland  and individuals caught in winter (see previous section) (Allen et al., 2019; Oosterbeek 
et al., 2006; Verhulst et al., 2004). Colour-ring observations were recorded by professional and 
volunteer birdwatchers via websites (www.wadertrack.nl). A multi-state live and dead 
recoveries model was then used to estimate annual survival (Allen et al., 2019), separately for 
East Wadden and West Wadden (see main article for how these subareas were defined) and for 
adult and 1st year age stages. In total, over 8,500 individuals were included in the analysis. The 
resulting survival estimates are depicted in Figure A1.7.  
 

 
Figure A1.7 Overview of estimates (± standard errors) for adult (a) and 1st year (b) annual survival between 
1983 and 2018, where 1983 is the annual survival from the summer of 1983 to the summer of 1984.  
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5.4 Oystercatcher GPS data 

Oystercatcher GPS data was used to compare simulated and observed foraging times. In 2016-
2018, 102 oystercatchers were equipped with UvA-BiTS GPS trackers (Bouten et al., 2013) using 
a wing-loop harness on Vlieland. The GPS tracker contained a accelerometer that took a 0.35s 
20Hz accelerometer sample at least every 10 minutes. We filmed oystercatchers in the field to 
annotate accelerometer samples. Annotated samples were divided in a training and testing 
dataset, and the training dataset was used to build a Random Forest model to classify foraging, 
flying and other behaviour. We then confirmed that foraging behaviour was classified correctly 
in 98.7% of samples in the independent testing dataset. We then classified all unannotated 
accelerometer samples and used those to calculate foraging time for each individual bird for each 
tidal period (i.e. between two high tide moments, thus covering one low tide period), separately 
for each of the three feeding habitats (mussel beds, intertidal flats and grasslands) (see for details 
on GPS trackers, accelerometer calibration and foraging time estimates (van der Kolk et al., 
2020b). The final dataset comprised 17386 foraging time estimates divided over three winter 
seasons (2016-2018).  
 

6. Disturbance data 

We focussed scenario simulations on the impact of aircraft disturbances on the military training 
area on the Wadden island Vlieland. The number and timings of military exercises were provided 
by the Royal Netherlands Air Force. Military exercises are performed only on weekdays, and 
generally occur in three shifts, being in the morning, afternoon or evening (Figure A1.8). 
Exercises with jet fighters are common, helicopter exercises scarce and exercises with explosive 
bombs or transport airplanes occur only occasionally (Figure A1.9). Using these data, we 
calculated the range of exercises that are generally performed within one winter season (Table 1 
in main article), where we coded multiple exercises within the same shift as one exercises (Figure 
A1.8), since only the first exercise tends to cause disturbance when sequential exercises are held 
(van der Kolk et al., 2020c). 
 

 
Figure A1.8 Distribution of the timing of military exercises at the Vliehors range over the day in 2017-2019.  
Exercises generally occur in three shifts (morning, afternoon and evening). Multiple exercises within one shift 
were coded as a single event, since only the first exercise tends to cause disturbance when consecutive 
exercises are held.  
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Figure A1.9 Distribution of military aircraft exercises over the month, separated for morning, afternoon and 
evening. Note the different y-scales. Data from 2017-2019.   
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Appendix 10.2: Model description 

The model is a discrete time-step individual based model that simulates foragers in an intertidal 
area throughout a winter. The model includes different patch types with food resources (based 
on shellfish food surveys), tidal patterns (determining patch exposure), weather (temperature) 
and foragers (behaviour and energetics). Foragers in the model choose every time step a patch 
to forage and aim to take in sufficient resources to maintain a high body condition throughout the 
whole simulation. The model is here applied and parameterized for oystercatchers in the Dutch 
Wadden Sea and can simulate the winter season 1995-2018 from 1 September to 15 March. 
 

1. Purpose 

The objective of the model is to evaluate the impact of environmental and anthropogenic 
pressures (water levels, temperature, food availability and anthropogenic disturbance) on the 
survival of foragers during the winter season. 
 

2. Model structure 

The model simulates foragers in an intertidal area throughout a winter season. The main 
structure of the model is as follows: 

- Time progresses in discrete fixed time steps (currently 30 minutes). The model also 
keeps track of tidal cycles, where one tidal cycle is defined as the moment of high tide 
to the moment of the next high tide and thus covering one low tide and approximately 
12.5 hours. At the start of each tidal cycle, the energy reserves and foraging intake aim 
of each forager is updated.   

- Space is divided in different types of patches that are spatially explicit: Mussel beds, 
intertidal flats, inland grasslands and high tide roost sites. The number of patches can 
vary between years and subareas, depending on mussel bed contours and the number 
of shellfish survey locations. Mussel beds, intertidal flats and inland fields contains 
resources that can be consumed by the foragers.  

- Foragers are defined by a set of individual characteristics: Sex, age, dominance and 
feeding efficiencies for different prey. Foragers aim to take in sufficient food to meet 
their energy requirements and maintain their body weight by moving to patches where 
they can achieve a high intake. Foragers can choose to move to another patch between 
time steps, but not within a time step. During a time step, an agent forages on its current 
patch until it reaches its energy requirements. Foragers move to a different patch when 
the intake rate that can be achieved on their current location is too low or when the 
patch becomes unavailable because of the upcoming tide. 

 

3. Process overview and scheduling 

Figure A2.1 shows the sequence of events during each time step. All steps are briefly explained 
below. The submodels are explained in more detail in section 7. 
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Figure A2.1 Sequence of events during each time step of the simulation. The yellow boxes are repeated for 
all birds (the order is randomised every time step). 

 
 
 
Calculate global state variables 

At the start of every time step the water level and time of the day (day-time or night-time) are 
updated. Also, reductions in foraging time and area size due to disturbance are calculated. 
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Calculate patch exposure 

Based on the water level of the current time step, the exposure (fraction of area available for 
foraging) of all patches is calculated. The area exposed based on water levels can be reduced by 
ice cover or disturbance. 
 
Check if new tidal cycle starts 

Every time step the model checks whether it is high tide, and thus the start of a new tidal cycle. 
 
Calculate cycle dependent global state variables  

Temperature, the reference weight of foragers and the changes in prey weight are calculated for 
the upcoming tidal cycle. 
 
All foragers: update weight, energy goal and decide when to start foraging 

The weight of foragers is updated based on the amount of prey eaten and their energy 
expenditure in the previous tidal cycle. If the weight drops below the minimum weight, the 
forager dies and is removed from the simulation.  
The energy goal of each forager for the upcoming tidal cycle is calculated based on the 
temperature, the body weight and the difference between the body weight and the reference 
weight. All foragers aim to reach and stay on the predefined reference weight.  
Foragers mostly do not need to forage during the whole tidal cycle and the foraging is 
concentrated around low tide. Therefore, the time at which a forager starts foraging is 
determined by the amount of time they needed to reach their energy goal in the previous tidal 
cycle. The forager assumes that it will need a similar time to forage in the upcoming tidal cycle. 
Therefore, if a tidal cycle lasts 12 hours, and the forager foraged 8 hours during the previous tidal 
cycle, it will start to forage after 2 hours in the upcoming cycle (approximately 4 hours before low 
tide). 
 
Calculate disturbance costs 

If birds are disturbed, energetic costs of flights due to disturbance are calculated and applied. The 
flight costs are directly subtracted from the body weight instead of adding them to the energy 
goal for the current tidal period. This implies that foragers can compensate for energetic costs of 
disturbance only in the next tidal cycle and not in the current tidal cycle.  
 
Decide to stay or move to other patch 

Depending on the number of time steps that have passed since high tide, a forager starts foraging. 
A forager will continue foraging within a tidal cycle until it reached its energy goal. The main 
assumption of the model is that individuals will not move to another patch as long as the intake 
rate on their current location is above a certain threshold. This is also true for the start of a tidal 
period, where foragers will prefer to go back to the same foraging site as it was using during the 
previous tidal period. Thus, a forager will stay on its current patch unless the intake rate on that 
patch becomes too low or if the patch becomes unavailable due to rising water levels. If, during 
the foraging process, the agent finds that the intake rate on its current patch is lower than the 
threshold for leaving it will search for a new patch. The agent then calculates the achievable 
intake rate on all other patches in the simulated area. The intake rate depends on the exposed 
patch fraction and number of agents on the patch. Of the patches for which the intake rate is larger 
than the threshold, the agent chooses a random patch. If no patches are available that meet the 
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required intake rate, the agent can move to a patch where the intake is low or to grasslands to 
forage on worms. 
 
Forage as long as energy goal is not reached 

After the forager has chosen a patch, it will forage on prey for the whole time step, or for the 
proportion of the time step if it fulfils its energy goal.  
 
Update stomach content and energy intake 

Every time step, the food ingested by the forager is added to its stomach content. The ingested 
prey weight is turned into energetic content, which is then added to the energy intake the forager 
has achieved in the current cycle. The stomach content is lowered by the amount of food digested 
during the current time step. 
 
Deplete eaten prey on patch 

The number of prey eaten by the forager is depleted from the patch by updating the patch density. 
Year-dependent mortality due to other sources is taken into account for mussels and cockles. 
 

4. Concepts 

4.1 Emergence 

The emergent effects of interest during the simulation are: 
1. The distribution of foragers over food patches 
2. Foraging time during each tidal cycle 
3. The weight of each forager during the simulation 
4. Forager mortality 
5. Prey depletion 

 

4.2 Adaptation 

Foragers adapt by evaluating the intake rate on their current location. They will move to another 
location once the intake rate on their current patch becomes too low. Also, foragers decide based 
on the previous tidal cycle when to start foraging. If a forager did not reach its energy 
requirements in the previous tidal cycle, it will start foraging earlier in the upcoming tidal cycle. 
 

4.3 Prediction 

The only predictive component is the foragers ability to estimate their energy requirements 
based on the temperature and reference weight of the upcoming tidal cycle. 
 

4.4 Sensing 

Foragers have knowledge on the difference between their own weight, the current reference 
weight and on their foraging time during the previous tidal cycle. Foragers are not aware of their 
relative foraging efficiency and do not take this into account when searching for a new patch. 
Foragers know the number of conspecifics that are already present on another patch. Foragers 
can evaluate the intake rate on all patches in the system based on their dominance and the 
number of conspecifics on patches. The central assumption though, is that they can only 
determine whether the intake rate on patches is below or above a threshold value for foraging. 
This threshold relaxes the assumption that foragers would always optimize their foraging 
behaviour and would always choose for the patch where the intake is highest. 
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4.5 Stochasticity 

Foragers are randomly distributed during initialisation of the model. Also, when a forager 
chooses a new location it chooses randomly from the available patches. The foraging efficiencies 
of a forager for different prey types are drawn from normal distributions. The dominance of 
foragers (only relevant for shellfish specialists on mussel beds) is drawn from a uniform 
distribution. 
 

4.6 Observation 

Observations include the foraging time, weight and location of foragers for every tidal period. In 
addition, the number of foragers that are alive in the system is monitored. 
 

5. Initialisation 

During the initialisation phase of the simulation a specified number of foragers is instantiated 
and for each forager the individual characteristics are drawn from distributions. Foragers are 
randomly distributed over available patches during initialisation of the model, which will be their 
preferred patch to forage on in the first tidal cycle.  
 

6. Input 

The following input files are used to run a simulation: 
1. Parameter input file (Section 8). 
2. Environmental characteristics: A file containing all the time steps with the 

environmental characteristics. For each time step the water level and whether it is day-
time or night-time is included. It is also indicated whether the time step is the start of a 
new tidal cycle. On these time steps, also the mean daily temperature and the reference 
weight for foragers is provided. Furthermore, this file contains parameters regarding 
availability of prey (proportion available Baltic clam), growth of prey (fresh weight 
(FW) and wet weight (WTW) growth of 1y and 2y old cockles) and disturbance 
(proportion disturbed area, energetic costs of flight and proportion of foraging time 
unavailable due to disturbance). 

3. Patch overview file: An overview of all patches, including information on patch type, 
area, coordinates. On intertidal flat patches, the wet weight, fresh weight and densities 
of cockles and Baltic clams is provided. 

4. Height bin information files: In total six matrices with values for area, 1-year cockle 
density, 2-year cockle density, >2 year cockle density, Baltic clam density or sand gaper 
density for each patch (rows) for each height bin (columns). These matrices are used 
during each time step to look up the area of each patch that is exposed and available to 
foragers, to calculate the mean prey densities on the patch and are updated when prey 
is removed from the system by foragers or other causes of mortality. 

 

7. Model details and submodels 

7.1 Environment 

7.1.1 Day and night time 
Times of sunrise and sunset were obtained via the sunrise.set from the StreamMetabolism package 
in R. During night, no disturbance occurs and inland fields are not accessible for foragers. 
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7.1.2 Intertidal flat exposure 
Water height at each time step is determined by InterTides (Rappoldt et al., 2014). The water 
height is used to calculate the exposed area of each patch. 
 

7.1.3 Temperature 
The daily mean temperature is determined and used at the start of each new tidal period to 
calculate energy expenditure. Temperature data is available from weather stations of the Royal 
Netherlands Meteorological Institute, where temperature in each of the seven subareas is 
simulated by the closest weather station (see Appendix 10.1). Temperature is also used to 
calculate ice cover (following (Rappoldt et al., 2004)), which reduces the available area on all 
mudflat and mussel bed patches (Figure A2.2).  
 

 
Figure A2.2 Simulated ice cover given the mean daily temperature 

 

7.1.4 Disturbance 
The model includes three effects of disturbance: Increased energetic costs due to flight, limiting 
available foraging time and limiting the available area. Furthermore, two spatiotemporal scales 
of disturbance are distinguished:  
(1) ‘background’ disturbance levels affecting all birds in the whole area in the same way. Small 
anthropogenic disturbances occur in many sites and typically cause short flights. In the 
environmental input file, the additional flight costs, loss in available foraging time and area for 
every time step. The costs of these small disturbances are low and only occur during daytime 
timesteps.  
(2) Local disturbances (e.g. military aircraft exercises) are explicitly defined in space and time. 
These disturbances have generally larger costs, but occur more rarely and affect only birds that 
are within range of the disturbance. 
 

7.2 Patches 

Mussel beds 
Mussel beds are annually outlined by the mussel and oyster bed survey of the Wageningen Marine 
Research. Mussel beds are typically not completely covered with mussels, but the area that is 
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actually covered with mussels varies between 5% and 60%, and in the model mussel beds are 
covered for 40% by mussels (Dankers et al., 2003; Waser et al., 2016). The available area where 
oystercatchers can feed on mussels is reduced by 50% on a mixed oyster-mussel bed and by 
100% on an oyster bed, thus assuming that half or none of the bed area is suitable feeding habitat, 
respectively. The mussels on mussel beds have an average size of 850mg ash free dry weight 
(AFDW) and length of 45mm on 1 September. Throughout the season the condition of the mussels 
gradually declines (see 7.3.1). No depletion on mussel beds is simulated, since the mussel density 
does not influence the intake rate at mussel beds (Goss-Custard et al., 2001).  
 

Intertidal flats 
Intertidal flat patches are created based on the WMR and SIBES benthic survey locations and the 
heightmap (Figure A2.3). First, Voronoi polygons are drawn around benthic survey locations and 
used to calculate the total available area and the height profile (Figure A2.3, top left and top right). 
The height profile of each patch is calculated based on the height map by extracting the surface 
area in 14 height bins of 20 cm (from -200 cm Amsterdam Ordnance Datum (NAP) to +80 NAP). 
Mussel beds are patches on their own and excluded from the available area for intertidal patches.  
For each patch, the weight and densities are defined for three prey species: Cockles, Baltic clams 
and sand gapers. Three size classes are distinguished for cockles: 1-year old cockles, 2-year old 
cockles and >2 year cockles. Per patch, one value for the weight of each prey type is determined 
and tracked, which is based on the measured weight of prey by the WMR survey at that location. 
The prey weight is corrected for the growth that takes place between the measurement (often in 
May) and the start of the simulation on 1 September (see 7.3 for more details on prey growth 
curves).  
The density of prey is calculated and tracked in each height bin per prey per patch. A correction 
for the available food density per height bin is applied given the height distribution of the prey. 
Firstly, the height of all benthic survey locations are determined by matching their coordinates 
to the heightmap. An average prey density for each prey for each height bin is then calculated 
(Figure A2.3, bottom left). For an individual patch, the measured prey densities remain 
unchanged for the height bin in which the WMR survey location is actually located. For the other 
height bins, prey densities are corrected proportionately to the prey height distribution that was 
derided from all patches combined (Figure A2.3, bottom right).  
Patches were divided into height bins because a patch often stretches over an area with varying 
height. If predated prey would be removed from the whole patch instead of per height bin, prey 
would be removed from submerged parts and consequently food in the upper layers would be 
depleted too slow. The correction for mean food distribution was applied to avoid unrealistic high 
densities of food at higher areas, which are available also with higher water levels, and would 
thus provide too much food to the foragers. 
 

Inland fields 
Every subarea includes one inland field patch, which can be used by the foragers to feed on worms 
as an alternative feeding area. No area or coordinates are assigned to this patch. Inland fields are 
not available during night-time or when temperatures are below 0°C. 
 

High tide roost 
Birds rest on high tide roost sites when they are not foraging, thus around high tide (i.e. the start 
and end of each tidal period). A point location is assigned to each high tide roost site. Once birds 
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finished foraging they move to the closest high tide roost site. When birds start to forage in the 
next tidal cycle, they return to the same food patch used during the previous tidal cycle. 
 

 
Figure A2.3 Overview of how the distribution of area and food densities is derived from the mussel bed 
polygons, WMR survey location and height map.  

 
 
Table A2.1 Overview of patch characteristics. Area and prey densities are provided per height bin (thus 14 
values per patch) in separate matrices. 

Patch characteristic Explanation 

Patch type One of the four patch types: Mussel bed, Intertidal flat, Inland 
grassland, High tide roost 

Area (m-2) Size of the patch per height bin 

Coordinates X and Y coordinate 

Mussel cover (%) 40% on mussel beds, 20% on mixed oyster-mussel beds, 0% 
elsewhere 

1y Cockle weight FW and WTW of 1y old cockles at 1 September 

2y Cockle weight FW and WTW of 2y old cockles at 1 September 

>2y Cockle weight FW and WTW of >2y old cockles at 1 September 

Baltic clam weight WTW of Baltic clams at 1 September 

1y Cockle density Density of 1 year cockles per height bin at 1 September 

2y Cockle density Density of 2 year cockles per height bin at 1 September 

>2y Cockle density Density of >2 year cockles per height bin at 1 September 

Baltic clam density Density of Baltic clams per height bin at 1 September 

Sand gaper density Density of sand gapers per height bin at 1 September 
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7.3 Food resources 

Four different shellfish prey are available in the model: Mussels, cockles, Baltic clams and sand 
gapers. Mussels and cockles are strong-shelled shellfish that are located near the surface, 
whereas Baltic clams and sand gapers have a softer shell and are buried deeper in the sand. For 
each prey, the change in fresh weight (FW), wet weight (WTW) and density is documented here. 
 

7.3.1 Mussel (Mytilus edulis) 
Fresh weight change 

Fresh weight of mussels is not used in the model. 
 
Wet and ash free dry weight change 

The weight of a mussel at the start of the winter season (September 1) is 0.850 gram ash free dry 
weight (AFDW) (Goss-Custard et al., 2001). Mussels lose AFDW at a linear rate of 0.0023 gram 
per day (Goss-Custard et al., 2001) throughout the whole winter season.  
 
Change in density 

Even at low mussel densities oystercatchers can maintain a high intake on mussel beds (Goss-
Custard et al., 2001). Therefore, changes in mussel densities are neglected and a constant mussel 
density of 1000 m-2 is assumed on mussel beds throughout the whole winter season. This value 
is needed as input in the functional response function for mussels (7.4.8), but does not affect the 
intake rate unless mussel densities are very low.   
 

7.3.2 Common cockle (Cerastoderma edule) 
Cockle fresh weight and wet weight are tracked separately throughout the simulation and 
updated at the start of each tidal cycle. The fresh weight change is used to derive the size of the 
cockles, which determines the handling time of cockles. The wet weight determines how much 
flesh is actually taken up by a forager upon predation. 
 

Fresh weight change 

In Figure A2.4 the relative growth rate of the FW of 1 year and 2 year old cockles is shown 
(Rappoldt et al., 2004). We assume that the size and FW of older (>2 year) cockles is constant 
over the winter season. This growth curve is used to simulate growth of 1 year and 2 year old 
cockles during the winter season. Cockle fresh weight is updated at the start of every tidal cycle. 
 
Wet and ash free dry weight change 

The growth of the WTW and AFDW of cockles was described by (Klepper, 1989; Rappoldt et al., 
2004). Cockles grow from spring until autumn, have a peak biomass in October and decline then 
in weight until April (Figure A2.5). This growth curve is used to simulate variation in cockle WTW 
during the winter season. Cockle WTW is updated at the start of every tidal cycle. 
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Figure A2.4 Relative growth rate of cockle FW, starting at January 1 of the year following the birth of cockles. 
For 1st year cockles, the part of the curve 0.5-1.5 year is used, for 2nd year and older cockles the part of the 
curve 1.5-2.0 year. A growth of 0 is assumed for older cockles. 

 

 
Figure A2.5 AFDW of cockles (a) and relative growth rate (b), starting at January 1 of the year following the 
birth of cockles. For 1st year cockles, the part of the curve 0.5-1.5 year is used, for 2nd year and older cockles 
the part of the curve 1.5-2.5 year. 

 
 
Change in density 

Cockle densities decline by predation by oystercatchers, but also by other factors such as fishery 
and harsh weather. Cockle winter mortality data from (Beukema and Dekker, 2020; Figure A2.6) 
from a long-term study in Balgzand was applied to the whole Wadden Sea to reconstruct cockle 
mortality for sources other than oystercatcher predation. It is assumed that the mortality 
occurred in a constant rate over the winter season, and that survival of cockles would be 10% 
higher without oystercatcher predation. 
 

7.3.3 Baltic clam (Limecola balthica) 
Fresh weight change 

Fresh weight of Baltic clams is not used in the model. 
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Wet and ash free dry weight change 

(Zwarts, 1991) provides the seasonal variation in AFDW of Baltic clam. This variation is used to 
derive an estimate of the relative AFDW loss during the winter season (Figure A2.7) and 
simulated in the model. 
 

 
Figure A2.6 Annual adult cockle survival in the Balgzand area. Season 1990 = Summer 1990 to summer 1991. 
Derived from Figure 5b in (Beukema and Dekker, 2020). 

 
 

 
Figure A2.7 Variation in AFDW (a) and derived relative growth rate (b) of a 15mm Baltic clam. The green 
line in (a) is after data provided in Figure 13 in (Zwarts, 1991). The black line in (a) is a simplified relationship, 
which is used to derive relative change in AFDW shown in (b).  

 
Change in density 

The burying depth of Baltic clam varies throughout the year. Subsequently, the harvestable 
proportion of Baltic clam varies as well (Zwarts and Wanink, 1993). An oystercatcher is not able 
to reach Baltic clams that are buried deeper than 6 centimetres into the mud. The percentage of 
clams is therefore reduced throughout the winter according to the height distribution measured 
by (Zwarts and Wanink, 1993) (Figure A2.8). The WMR survey samples to a depth of 7 cm. No 
other sources of mortality than oystercatcher predation are taken into account. 
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Figure A2.8 Change in availability of Baltic clam over the winter season 

 
 

7.3.4 Sand gaper (Mya arenaria) 
Sand gaper were sampled by WMR since 1998. We used the measured values in 2001 
representative for the years with high abundances: 1991, 1994, 1995, 1996 and 1997. The 
measured values of 2002 were duplicated for years with low abundances 1990, 1992 and 1993. 
Those years were determined based on the measured available biomass of sand gapers in the 
Balgzand area (data by R. Dekker in (Dokter et al., 2017)). The WMR survey only measures the 
density of sand gapers, but not the weight. Consequently, for all simulations we assume an 
average sand gaper length of 30 mm.  
 
Fresh weight change 

Fresh weight of sand gapers is not used in the model. 
 
Wet and ash free dry weight change 

The ash free dry weight of a 30 mm sand gaper is around 140 mg at 1 September and decreases 
during the winter to a minimum weight of 110 mg in January (Zwarts, 1991; Figure A2.9). This 
change in weight is simulated in the model. 
 
Density change 

No other sources of mortality than oystercatcher predation are taken into account. 
 



205 
 

 
Figure A2.9 Change in AFDW of a 30mm length sand gaper throughout the winter season. After Figure 15 in 

(Zwarts, 1991). 

 

7.4 Foragers 

Foragers in the model represent foraging oystercatchers that move around in the landscape and 
choose their location based on the achievable intake rate. Their objective is to maintain in a good 
condition by following their reference weight throughout the simulation period.  
Each forager in the model is specified by a unique set of individual characteristics: Sex, age, 
dominance, bill tip height and relative foraging efficiencies for both strong-shelled shellfish 
(mussels and cockles) and other prey (Baltic clam, sand gaper and worm). These individual 
characteristics are determined during the initialization phase and fixed throughout the whole 
simulation. 
Throughout the simulation, individuals aim to reach the reference weight by taking in sufficient 
resource. The energy balance is calculated per tidal cycle. For every tidal cycle, a forager 
determines, based on the previous tidal cycle, when and where to start foraging. If a forager did 
not meet its energy requirements, it will start to forage earlier in the next tidal cycle. In between 
time steps foragers can adapt by moving to another patch if the intake rate on their current patch 
is too low. Each forager has access to all patches, but differences in individual foraging efficiencies 
imply that some foragers are more efficient on mussels and cockles, and some foragers more 
efficient on other prey. 
 
Table A2.2 Overview of forager characteristics 

Forager characteristic Explanation 

Sex Male or female 

Age Juvenile or Adult 

Dominance Dominance value between 1-100 (adult) or 1-70 (juveniles) 

Bill tip height Bill tip height, used to derive the relative foraging efficiencies 

Mussel foraging efficiency Relative foraging efficiency for mussels (mean = 1) 

Cockle foraging efficiency Relative foraging efficiency for cockles (mean = 1) 

Baltic clam foraging 

efficiency 

Relative foraging efficiency for Baltic clams (mean = 1) 

Worm foraging efficiency Relative foraging efficiency for worms (mean = 1) 
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7.4.1 Individual foraging efficiency 
Individual oystercatchers vary considerably in their foraging efficiency. Some individuals 
specialize in eating strong-shelled shellfish such as mussels and cockle and develop a blunt bill 
(mostly males), whereas others (mostly females) develop a pointed bill and eat soft-shelled 
shellfish and worms. The longer, pointed bill of the females can reach deeper in the mud and is 
therefore better suited to eat Baltic clams and sand gapers that are buried deeper.  
In the model, every forager has an individual foraging efficiency for mussels and cockles (strong-
shelled shellfish) and for Baltic clam, sand gapers and worms (soft-shelled shellfish and soft-
bodied prey). The individual foraging efficiency is defined as the relative efficiency compared to 
the average foraging efficiency. The intake rates that are calculated with the functional responses 
(see below) are thus multiplied with the relative foraging efficiency for each individual. Individual 
foraging efficiency for each individual is drawn from a normal distribution with std=0.15 and 
means depending on a bill tip height. The bill tip height is assigned to an individual based on the 
sex and is drawn from a normal distribution that represents the observed distribution (van de 
Pol et al., 2009). Based on the bill tip height, the mean of the normal distribution from which the 
foraging efficiencies are drawn is determined by a logistic function (Equation A2.1-A2.2; Figure 
A2.10). 
 

m<8\qq�����%/#$#�%� = (
��,,��	)

����d�a��d�c�a∗�a�	I����a��d�c�a∗I�� + <qq���   Equation A2.1 

m<8\qqGo#$�o/G�o/�$ � = (
��,,��	)

���∗(��d�a��d�c�a∗�a�	I����a��d�c�a∗I��) + <qq��� Equation A2.2 

 
Where RelEffmussel/cockle and RelEffMacoma/Mya/worm are the mean relative foraging efficiencies for 
mussels / cockles and Baltic clams / sand gapers / worms, respectively, effmin the minimum mean 
relative foraging efficiency, meanBTH the mean Bill Tip Height of the whole population (mm) and 
BTH the Bill Tip Height of the individual. The relative foraging efficiencies based on Bill Tip Height 
represent different feeding specialisations: Individuals with a blunt bill (hight bill tip height) 
specialise in eating strong-shelled shellfish by using stabbing and hammering techniques. 
Individuals with a pointed bill (low bill tip height) eat soft-shelled shellfish and soft-bodied prey.  
 

 
Figure A2.10 Mean relative foraging efficiencies depend on the Bill Tip Height.  
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7.4.2 Energy expenditure 
Energy expenditure (Eexp in kJ day-1; Equation A2.3) depends on the weight of the bird and the 
temperature. Under warmer weather conditions, energy expenditure is determined by the weight 
of the bird and higher in heavier birds. With colder weather, energy expenditure is higher and 
equal for all birds (Figure A2.11). The metabolic energy requirements (Em in kJ day-1; Equation 
A2.4) depend on the weight of the bird (Zwarts et al., 1996). The thermoregulatory energy 
requirements (Et in kJ day-1; Equation A2.5) are determined by the temperature (in °C) (Kersten 
and Piersma, 1987). 
 
\�p_ = max (\�, \�)      Equation A2.3 

\� = =<47�583;o × �<3@ℎ4���o!$%�#�      Equation A2.4 
\� = 4ℎ<?=5o − R × 4ℎ<?=5!     Equation A2.5 
 

 
Figure A2.11 Daily energy requirements of oystercatchers depending on the temperature and body weight. 

 

7.4.3 Energy conversion to and from body weight 
Energy can be converted to body weight and body weight can be burned to acquire energy if a 
bird’s intake is insufficient to meet its energy requirement. The energy content of body weight is 
34.3kJ per gram, however an intake of 45.7kJ is required to gain one gram body weight (Kersten 
and Piersma, 1987). 
 

7.4.5 Reference weight 
The weight of an average oystercatcher varies over the winter season and peaks in midwinter 
(Zwarts et al., 1996). In the model, birds aim to follow the ‘reference weight’ (Figure A2.12) and 
thus aim to increase their body weight in autumn, and loose body weight by burning energy 
reserves towards the spring. 
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Figure A2.12 Reference weight throughout a winter season. 

 

7.4.6 Energy goal 
During high tide, all agents calculate the energy goal for the coming tidal cycle. The energy they 
need depends on their current weight, the current reference weight and the energy requirements. 
The energy goal is the sum of the energy requirements and the energy that needs to be converted 
to (or reverted from) body weight during the coming cycle. The latter depends on the difference 
between the agent’s weight and the current reference weight. 
 

7.4.7 Patch choice and movements of agents 
Foragers in the model will base their choice to start foraging in a low tide period based on the 
time they needed to forage in the previous tidal period. For example, if a bird needed 5 hours to 
forage in the previous tidal period, it will start foraging 2.5 hours before low tide, such that its 
foraging time in the upcoming tidal cycle is concentrated around low tide. This mechanism avoids 
that birds start foraging at high tide. 
Oystercatchers show high site fidelity and often return to the same foraging patch (Goss-Custard 
et al., 1982). It is therefore unlikely that individuals have a complete knowledge of the food 
availability in the whole area. It is assumed that individuals stay on a patch unless it becomes 
unavailable (completely submerged due to rising water levels) or unless the intake rate drops 
below a threshold. This threshold was set on 73.6kJ/hour, which implies that an average bird 
would need to forage for 5 hours per tidal period to obtain its energy requirements, which is 
realistic for wintering oystercatchers (van der Kolk et al., 2020b). When the intake rate on the 
agent’s current patch is lower than the threshold, the bird moves to another random patch that 
is available and where the intake rate is above the threshold. If no patches are available with the 
required intake rate, the forager can continue foraging on the same patch even though the intake 
rate is low, or the forager can move to grassland to feed on worms (when all intertidal patches 
are submerged). It is important that this mechanism means that, although birds have knowledge 
on the whole area and can evaluate on which patches the intake rate is larger than the threshold, 
birds do often not choose the most optimal patch, which may be more realistic than assuming 
birds always find the optimal locations. 
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7.4.8 Intake rates: Functional responses and interference 
The functional responses of mussel, cockle and Baltic clam are capture rates described as a 
Holling II curve with a prey size dependent handling time (Holling, 1959). The general form of 
this equation is given by: 
 

q(2) = ��

����       Equation A2.6 

 
where f(d) is the functional response defined as a capture rate (number of prey s-1), d the prey 
density (m-2), A the attack rate (the rate at which foragers encounter prey items per unit of food 
density) and λ the handling time (the average time spent on processing one prey item). 
Depending on the prey type, λ can be a function of the weight or the size of prey.  
λ determines the maximum asymptote of the curve, which is always reached at high prey 
densities. A determines the steepness of the curve and thus is important in determining the 
capture rate at lower prey densities (Figure A2.13).  
 

 
Figure A2.13 Effect of parameter values on the shape of the Holling II functional response curve. 

 

 

Mussel Mytilus edulis 

The intake rate of oystercatchers on mussel beds is largely independent of the mussel density 
(Goss-Custard et al., 2001). Goss-Custard et al. (2001) describe the interference free intake rate 
on mussel beds (in mg AFDW s-1) as a function of the mussel density (in g AFDW m-2). Rappoldt 
et al. (2004) converted this rate to a capture rate: 
 

q(2) = '.''')V�

���Ld(�)'.''')V�      Equation A2.7 

 
where f(d) is the capture rate of mussels in number of prey per second and d is the mussel density 
(m-2). The mussel density is fixed on a high value (1000 m-2), since the mussel density hardly 
affects the intake rate. λmus(w) is the handling time of one mussel and derived from Zwarts et al. 
(1996) by Rappoldt et al. (2004): 
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����(�) = �
'.'^P��.��       Equation A2.8 

 
where w is the AFDW of a single mussel in milligrams. 
 

 
Figure A2.14 Interference free intake rate on mussel beds, expressed in (a) as the capture rate (prey s-1) and 
in (b) as the intake rate (g AFDW s-1) as a function of the density. 

 
The intake rate on mussel beds is altered by interference due to the presence of other foragers 
on the patch. The effect of interference on the intake rate is described by Stillman et al. (1996). 
The relative intake in the presence of conspecifics is defined by: 
 

m<8743¡< 3647¢< = ( £�

#$�_����$ �_�. ��.$%��
)�(���_o����_!∗¥)  Equation A2.9 

 
where D is the density of competitors (per ha) and L is the individual dominance of the agent. The 
parameter values of competitors threshold are shown in the parameter table. In order to calculate 
the final WTW intake, f(d) is multiplied by the mussel WTW and subsequently with the relative 
intake. 
 
Cockle Cerastoderma edule 

Taken into account sampling date and annual growth curves (Rappoldt et al., 2004), cockle fresh 
weight is standardized to a cockle fresh weight on 1 September. This is done for three size classes 
separately: 1st year cockles, 2nd year cockles and cockles older than 2 years. Based on the 1 
September Fresh Weight a 1 September Wet Weight is calculated for all age classes. 
 
The functional response as described in (Zwarts et al., 1996) is used which is defined as: 
 

q(2, 9) = '.'''FE�

��bcb¦�a(§)'.'''FE�      Equation A2.10 

 
here f(d, s) is the capture rate of cockles in number of prey per second and d(s) is the density of 
cockles of size s (mm). The size dependent handling time, λ(s), is given by: 
 

λ#$#�%�(s) = 0.22059
.V^P      Equation A2.11 
 



211 
 

here, λcockle(s) is the handling time in seconds and s is the cockle size in mm. The size of the cockles 
is derived from the FW (see Figure A2.15; Rappoldt et al., 2004). 
 

9 = 14.61q�_;5;¢'.S
F      Equation A2.12 
 
Where fw_cock is the FW of a cockle in gram. 
 

 
Figure A2.15 Cockle FW to size conversion function 

 
By combining these functions the capture rate and interference free intake rate can be calculated 
from the fresh weight and the density (Figure A2.16). In the example in the Figure, a conversion 
rate of 0.2 between FW and WTW is used. 
  

 
Figure A2.16 Interference free intake rate of cockles of different sizes, expressed in (a) as the capture rate 
(prey s-1) and in (b) as the intake rate (g AFDW s-1) as a function of the density. 

 
Reduction of the intake rate of cockles due to interference depends on the density of foragers on 
the patch. The relative intake of cockles in the presence of conspecifics was derived by (Rappoldt 
et al., 2004) based on (Stillman et al., 2002) and is defined as: 
 

m<8743¡< 3647¢< = exp(−«¬>�
P)     Equation A2.13 
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where ρ is the bird density (m-2), DA the attack distance (m) and α a regression parameter 
(described as attack distance and alpha, respectively, in the parameter table). Note that individual 
variation in dominance is not taken into account on mudflats, but only on mussel beds. In order 
to obtain the final intake, the capture rates of cockles are multiplied with the relative intake. The 
final intake rate is multiplied with the individual foraging efficiency. 
 

 
Figure A2.17 Relative intake of oystercatchers foraging on cockles depending on the competitor density.  

 
 
Baltic clam Limecola balthica 

For Baltic clam prey, the functional response as given by (Hiddink, 2003) is used, from which the 
capture rate and handling time were calculated by (Rappoldt et al., 2004). The Holling II 
functional response curve for Baltic clams is: 
 

q(2) = '.'''EP)�

��[�bc��'.'''EP)�      Equation A2.14 

 
where f(d) is the capture rate of Baltic clams in number of prey per second and d is the density of 
Baltic clams. The handling time (λMacoma) is dependent on the Baltic clam AFDW and is defined as 
 

λGo#$�o = '.'''P
S
'.'''EP) ∗ 1]>®(=@)     Equation A2.15 

 
where λMacoma is the handling time of one Baltic clam in seconds. 
 
Sand gaper Mya arenaria 

The handling time of sand gapers is provided by (Zwarts and Wanink, 1984) and depends on the 
shell size in mm: 
 

λG�o = 2.24 ∗ 10'.'P)∗%��-�.(��)     Equation A2.16 

 
We assume that the attack rate for sand gapers is similar as those for Baltic clams. Consequently, 
the functional response is:  



213 
 

 

q(2) = '.'''EP)�

��[j�'.'''EP)�      Equation A2.17 

 
 

 
Figure A2.18 Intake rate of Baltic clams of different sizes, expressed in (a) as the capture rate (prey s-1) and 
in (b) as the intake rate (g AFDW s-1) as a function of the density. 

 
 

 
Figure A2.19 Intake rate of Baltic clams with different weight, expressed in (a) as the capture rate (prey s-1) 
and in (b) as the intake rate (g AFDW s-1) as a function of the density. 

 
 
Combined functional responses cockle, Baltic clam and sand gaper  

On intertidal flat patches, multiple prey types are available. The functional responses for different 
cockle sizes, Baltic clam and the sand gaper can be combined into a single functional response 
(WTW intake/second): 
 

W5=�36<2 qB6;435678 ?<9:569< =  ∑ ������
	
�°�


�∑ ������	
�°�

   Equation A2.18 

 
where the combined functional response is the WTW intake in grams per second and mi is the 
WTW of a single prey item i. 
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Worms on fields 

It is assumed that the intake on inland grassland is constant at a rate of 0.53mg AFDW s-1 (Stillman 
et al., 2000b). It is, however, assumed that grasslands are only available for foraging during 
daytime and when the temperature is above 0 degrees Celsius. 
 

7.4.9 Food uptake 
The fraction of food eaten by agents that is taken up and the amount of flesh that remains in the 
shell (for shellfish) are described by the parameters FractionTakenUp (= assimilation efficiency) 
and LeftOverShellfish, respectively. 
 

7.4.10 Digestive tract content 
In oystercatchers, the rate at which food is processed in the digestive tract limits food intake 
(Kersten and Visser, 1996). Therefore, the food content in the crop is simulated. The maximum 
food content in the crop is 80g WTW and the food is processed at a rate of 0.263 g min-1 (Kersten 
and Visser, 1996). 
If the digestive tract is full or almost full, foragers will temporarily pause foraging. Parameters 
are defined for the threshold that the digestive tract should be filled to initiate a pause, and how 
long a bird will pause. It is important to note that this mechanism mostly affects foraging time, 
since foragers now forage in short bursts with high intake rather than continuously with low 
intake rate (intake rate equals digestion rate if digestive tract is full). The total energy intake is, 
at the other hand, hardly affected by introducing these pauses.   
 

 
Figure A2.20 Processing a full digestive tract: Content (g wet weight) of food in the digestive tract over time, 
starting from a full digestive tract (80g at Time=0), and assuming no further intake.   

 

7.4.11 Forager mortality 
A bird dies if the body weight drops below the minimum weight of 450g. Birds below this 
minimum weight are removed from the system at the end of each tidal cycle. Other sources of 
mortality, e.g. diseases or collisions with vehicles, are not taken into account. 
 
 
… 
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8 Parameters 

Global parameters 

Parameter name Description Reference Value Unit 

Start day Start date of winter season 
 

1 Sept - 

End day End date of winter season 
 

15 Mar - 

Time step Time step duration 
 

30 min 

 

Food parameters 

Weight conversion 
Parameter name Description Reference Value Unit 

conv. AFDW to Energy Energy content of prey (Zwarts et al., 1996) 22.5 kJ/g 

conv. AFDW to Wet SF Conversion WTW to AFDW 

for shellfish prey 

(Zwarts et al., 1996) 0.16 - 

conv. FW to Size Cockle a Regression parameter cockle 

FW to size 

(Rappoldt et al., 2004) 14.61 - 

conv. FW to Size Cockle b Regression parameter cockle 

FW to size 

(Rappoldt et al., 2004) 0.318 - 

conv. AFDW to Wet Worm Conversion WTW to AFDW 

for worms 

(Onrust, 2017) 0.17 - 

 

Mussel 

Parameter name Description Reference Value Unit 

Mussel density Mussel density on all mussel 

patches 

 
1000 m-2 

Mussel weight change Fraction of mussel WTW 

change 

(Goss-Custard et 
al., 2001) 

-0.0025 day-1 

Mussel start weight AFDW start weight of mussel 

at September 1 

(Goss-Custard et 
al., 2001) 

0.85 g 

Mussel cover Proportion area covered by 

mussels in mussel beds 

(Dankers et al., 
2003) 

0.4 - 

 

Sand gaper 
Parameter name Description Reference Value Unit 

Mya shell length Mya shell length 
 

30 mm 

Mya start weight AFDW of 30mm Mya at 1 

September 

(Zwarts, 1991) 0.14 g 

Mya minimum weight Minimum AFDW of Mya (Zwarts, 1991) 0.11 g 

Mya weight change Change in Mya AFDW from 1 

September 

(Zwarts, 1991) -0.00025 day-1 
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Forager parameters 

Demography 

Parameter name Description Reference Value Unit 

Proportion female Proportion of females in 

population 

Winter catch data 0.4 - 

Proportion 1st winter Proportion of juveniles in 

population 

Winter catch data 0.1 - 

 

Individual characteristics 

Parameter name Description Reference Value Unit 

Mean male BTH Mean male bill tip height (van de Pol et al., 
2009) 

4.56 mm 

SD male BTH Standard deviation of male 

bill tip height 

(van de Pol et al., 
2009) 

0.69 mm 

Mean female BTH Mean female bill tip height (van de Pol et al., 
2009) 

3.61 mm 

SD female BTH Standard deviation of female 

bill tip height 

(van de Pol et al., 
2009) 

0.72 mm 

Dominance min juv Minimum dominance value 

for juveniles 

(Goss-Custard et al., 
1995) 

1 - 

Dominance max juv Maximum dominance value 

for juveniles 

(Goss-Custard et al., 
1995) 

70 - 

Dominance min adult Minimum dominance value 

for adults  

(Goss-Custard et al., 
1995) 

1 - 

Dominance max adult Maximum dominance value 

for adults 

(Goss-Custard et al., 
1995) 

100 - 

Min rel. foraging eff. Minimum relative foraging 

efficiency for logistic curves 

 0.75 - 

Slope rel. foraging eff. Slope relative foraging 

efficiency for logistic curves 

 -3 - 

SD rel. foraging eff. Standard deviation for 

relative foraging efficiency 

(Goss-Custard et al., 
1995) 

0.15 - 

rel. foraging eff. adult Relative foraging efficiency 

of adults 

 1 - 

rel. foraging eff. 1st winter Relative foraging efficiency 

of juveniles 

 0.85 - 
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Energy requirements 

Parameter name Description Reference Value Unit 

conv. weight to energy Conversion body weight to 

energy 

(Kersten and Piersma, 
1987) 

34.3 kJ/g 

conv. energy to weight Conversion energy to body 

weight 

(Kersten and Piersma, 
1987) 

45.7 kJ/g 

Thermoregulation a Regression parameter for 

thermoregulation 

(Kersten and Piersma, 
1987) 

904 - 

Thermoregulation b Regression parameter for 

thermoregulation 

(Kersten and Piersma, 
1987) 

30.3 - 

Metabolation a Regression parameter for 

metabolic costs 

(Zwarts et al., 1996) 0.061 - 

Metabolation b Regression parameter for 

metabolic costs 

(Zwarts et al., 1996) 1.489 - 

 

Functional response and foraging parameters 
Parameter name Description Reference Value Unit 

Attack rate Baltic clam a Baltic clam functional response 

parameter 

(Hiddink, 2003) 0.0006251 
 

Attack rate Baltic clam b Baltic clam functional response 

parameter 

(Hiddink, 2003) 0.000213 
 

Attack rate Cockle Cockle functional response 

parameter 

(Zwarts et al., 
1996) 

0.0008604 
 

Handling time Cockle a Cockle handling time 

parameter 

(Zwarts et al., 
1996) 

0.2205 
 

Handling time Cockle b Cockle handling time 

parameter 

(Zwarts et al., 
1996) 

1.792 
 

Attack rate Mussel Mussel functional response 

parameter 

(Goss-Custard et 
al., 2001) 

0.00057  

Handling time Mussel a Regression parameter mussel 

functional response 

(Zwarts et al., 
1996) 

0.092  

Handling time Mussel b Regression parameter mussel 

functional response 

(Zwarts et al., 
1996) 

0.506  

Handling time Mya a Mya handling time parameter (Zwarts and 
Wanink, 1984) 

2.24  

Handling time Mya b Mya handling time parameter (Zwarts and 
Wanink, 1984) 

0.025  

Attack rate Mya Mya attack rate  0.0006251  

Worm intake rate Intake rate on inland 

grasslands 

(Stillman et al., 
2000b) 

0.53 mg AFDW s-1 

Left over SF Fraction of prey biomass left in 

the shell 

(Zwarts et al., 
1996) 

0.1 - 

Intake rate threshold Intake rate threshold for 

leaving a patch 

 73.6 kJ/h 

Maximum foraging time Maximum time that can be 

spend foraging in tidal period 

 9 h 
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Interference  

Parameter name Description Reference Value Unit 

Attack distance Cockle Cockle interference parameter (Rappoldt et al., 
2004) 

2 m 

Interference par Cockle Cockle interference parameter (Rappoldt et al., 
2004) 

0.4 - 

Competitor threshold Density above which interference 

occurs on mussel beds 

(Stillman et al., 
1996) 

158 ha-1 

Mussel interference a Mussel bed interference 

regression parameter 

(Stillman et al., 
1996) 

0.437 - 

Mussel interference b Mussel bed interference 

regression parameter 

(Stillman et al., 
1996) 

-0.00721 - 

Aggregation fact. Mudflat Aggregation factor on intertidal 

flats 

(Stillman et al., 
2000b) 

8 - 

Aggregation fact. Beds Aggregation factor on mussel 

beds 

(Stillman et al., 
2000b) 

8 - 

 

Digestion 

Parameter name Description Reference Value Unit 

Fraction SF not taken up Fraction of prey not taken up 

by digestion 

(Kersten and Visser, 
1996) 

0.15 - 

WTW digestive rate WTW digestive rate (Kersten and Visser, 
1996) 

0.263 g/min 

Maximum WTW crop Maximum WTW in crop (Kersten and Visser, 
1996) 

80 g 

Stomach threshold Minimum proportion digestive 

tract filled to pause 

 
0.8 - 

Stomach pause reduction Proportion of time step paused 

when digestive tract is full 

 
0.5 - 

 
Mortality 

Parameter name Description Reference Value Unit 

Minimum bird weight Body weight below which birds 

die 

 
450 g 

 
Environment parameters 

Ice formation 
Parameter name Description Reference Value Unit 

Start ice formation Mean daily temperature at 

which ice formation starts 

(Rappoldt et al., 
2004) 

0 °C 

Maximum ice formation Mean daily temperature with 

maximum ice cover 

(Rappoldt et al., 
2004) 

-5 °C 

Maximum ice cover Maximum ice cover 
 

0.999 - 
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Supplementary Tables and Figures 

Table S10.1 Disturbance thresholds for background disturbance levels, number of jet exercises, helicopter 
exercises and transport airplane exercises for the Texel-Vlieland subarea for the winter seasons 2008-2014. 
A disturbance threshold is defined as the disturbance level at which mortality increases with at least 1%.  

Winter 

season 

Background 

disturbances (hour-1) 

Jet exercises 

(winter-1) 

Helicopter exercises 

(winter-1) 

Transport airplanes 

(winter-1) 

2008 2.8-3.1 >300 >200 70-80 

2009 5.3-5.9 >300 >200 >100 

2010 1.4-1.7 >300 >200 20-25 

2011 0.28-0.56 >300 >200 15-20 

2012 3.1-3.6 >300 >200 65-70 

2013 0.8-1.1 >300 >200 15-20 

2014 4.2-4.8 >300 >200 >100 

 

 
Figure S10.1 Simulated winter mortality due to starvation and observed annual mortality over the years. 
Note that simulated mortality is winter mortality due to starvation only, whereas observed mortality is the 
annual observed mortality and includes all sources of mortality. 
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Figure S10.2 Results of parameter sensitivity analysis for adults in the winter of 2011, a winter with low 
survival. *The result of a function (comprising several parameters) was changed instead of a single 
parameter. 
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Figure S10.3 Results of parameter sensitivity analysis for adults in the winter of 2012, a winter with high 
survival. *The result of a function (comprising several parameters) was changed instead of a single 
parameter. 
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Figure S10.4 Results of parameter sensitivity analysis for 1st winter birds in the winter of 2011, a winter with 
low survival. *The result of a function (comprising several parameters) was changed instead of a single 
parameter. 
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Figure S10.5 Results of parameter sensitivity analysis for 1st winter birds in the winter of 2012, a winter with 
high survival. *The result of a function (comprising several parameters) was changed instead of a single 
parameter. 

  



224 
 

 
Figure S10.6 Predicted impact of the food landscape and abiotic environment on survival of wintering 
oystercatchers in the Texel-Vlieland subarea, and the additional impact of disturbance (here always 
simulated as 5 disturbances per hour). Each row and column represents the average mortality for the food 
landscape or abiotic environment of one winter season, respectively. Large dots indicate the actual 
combination of food landscape and abiotic environment, of which the winter seasons of 2008-2014 are 
labelled (where 08 is winter season 2008).  
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Figure S10.7 Predicted impact of the food landscape and abiotic environment on the background disturbance 
threshold at which mortality of wintering oystercatchers in the Texel-Vlieland subarea increases by at least 
1%. Each row and column of points represents the average mortality for the food landscape or abiotic 
environment of one winter season, calculated as average mortality over 24 simulations without disturbance 
(i.e. the food landscape of one winter season is simulated with abiotic environmental conditions of all 24 
winter seasons (1995-2018) and the average mortality of these simulation determine the x-axis). Large dots 
indicate the actual combination of food landscape and abiotic environment, of which the winter seasons of 
2008-2014 are labelled (where 08 is winter season 2008).  
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Chapter 11 

Synthesis 

Disturbance of animals is visible everywhere around us, and yet we do not sufficiently 
understand how it impacts individual animals and animal populations especially in the long-term. 
Disturbance impacts are difficult to quantify, since it requires detailed knowledge on animal 
movement and behaviour over large spatiotemporal scales, both in the presence and absence of 
disturbance sources. In the general introduction (Chapter 1), I identified four major knowledge 
gaps in disturbance research: (1) how to make predictions of disturbance costs at large 
spatiotemporal scales (Chapters 2-4), (2) how disturbance alters behaviour of animals in the 
longer-term (Chapters 5-7), (3) how individual variation in time budgets affect disturbance 
impacts (Chapters 8-9) and (4) how disturbance impacts populations (Chapter 10). In my 
thesis, I contributed to developing those fields by a combination of field observation, 
simultaneous tracking of animals and disturbance sources and modelling approaches, using 
wintering oystercatchers in the Wadden Sea as a case study. In this final chapter, I synthesise the 
advancements of my work for disturbance research, provide recommendations for mitigating 
aircraft disturbance and draw perspectives for future studies. 
 
Advancements in disturbance research: From individual responses to population 

consequences 

This thesis advanced our understanding on how to predict disturbance costs at a large 
spatiotemporal scale (Knowledge gap 1 in Chapter 1). Disturbance impact maps were 
constructed for disturbance of oystercatchers by small civil aircraft in the whole Dutch Wadden 
Sea area (Chapter 2). Large-scale maps of  disturbance impacts are useful since they can be 
incorporated in population models to quantify the impact of disturbance at a population level and 
can be used to prioritize in which areas disturbance should be limited by identifying which areas 
are underutilized due to disturbance. The latter can be achieved by combining disturbance maps 
with information on how animals are distributed over the area.  

Quantifying how animals respond to disturbance is the basis to predict how animals are 
affected at a large scale. The vast amount of studies that quantified responses of animals towards 
disturbance sources have learned us that disturbance responses are extremely variable 
(Blumstein et al., 2005; Livezey et al., 2016; Stankowich, 2008). How strong animals respond to 
disturbance sources varies among animal species (Blumstein, 2006; Blumstein et al., 2005, 2003; 
Collop et al., 2016), disturbance source types (McLeod et al., 2013), seasons (Stillman and Goss-
Custard, 2002), and also depends on the availability of alternative areas (Gill et al., 2001), 
presence of nearby refuges (Dill and Houtman, 1989; Tätte et al., 2018), flock size (Mayer et al., 
2019), condition (Beale and Monaghan, 2004a) and other factors (Stankowich and Blumstein, 
2005).  

Concerning variation among species, it has been found that larger species respond 
earlier to disturbance, one of the explanations being that flight is more costly for smaller species 
since they have to spend more time foraging (Blumstein, 2006; Legagneux and Ducatez, 2013). 
Our field observations on aircraft disturbance on high tide roost sites on Vlieland (Chapter 3), 
even though we only observed three species, suggested an opposite pattern. Contrary to our 
expectations, bar-tailed godwits were more sensitive to aircraft disturbance than oystercatchers 
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and curlews. In previous studies, bar-tailed godwits were found to be less susceptible for walker 
disturbance than oystercatchers and, especially, curlews (Collop, 2017). The relationship 
between body size and disturbance responses is based on disturbances by walkers or land 
vehicles, and our study implies that this relationship may be different for aircraft disturbance. 
This difference may be explained by that smaller species are more vulnerable for predation by 
birds of prey, since in our study area peregrine falcons prefer to target small or medium-sized 
waders over large waders (van den Hout, 2009). Our study thus highlights the need that 
disturbance responses towards aircraft are quantified for more species, to improve our 
understanding of why certain species are more susceptible than others. 

When scaling up the predictions of disturbance costs, the assumptions made to 
extrapolate disturbance responses that were measured at one location to other areas should be 
carefully examined. For example, we showed that tolerance of birds towards aircraft depends on 
the aircraft overflight frequency, which dramatically altered predictions of disturbance impacts 
in other areas compared to assuming that tolerance towards aircraft is fixed: Predicted 
disturbance impacts were now higher in areas where aircraft are rare, but lower in areas where 
aircraft are common (Chapter 4). Similarly, future studies should investigate how seasonal 
differences in disturbance responses (Stillman and Goss-Custard, 2002) alter predictions of 
disturbance impacts in other areas and seasons.  

Predicting the costs of disturbance at large scales does not only require knowledge on 
how animals respond to disturbance, but also on the presence and behaviour of human 
disturbance sources. Data on the presence of human activities is ideally obtained via automized 
tracking, such as the tracking of recreation via smartphone apps (Korpilo et al., 2017), tracking 
of boats via the automatic identification system (Metcalfe et al., 2018), or tracking data from 
aircraft like we used in our studies (specifically Chapter 2). Opposed to aircraft, which mostly fly 
over in a more or less straight line, recreational activities are more complex in their behaviour. 
For example, walkers may spend time resting on specific places, or move along edges of natural 
areas. This comes along with new challenges in quantifying effects at larger spatial scales, since 
impacts on animals may depend on how humans approach them (Fernández-Juricic et al., 2005). 
It is also important to note that high presence of humans may not necessarily translate into high 
levels of disturbance, since space use at a small scale may differ between animals and disturbance 
sources (Goss-Custard et al., 2020). 

Previous research have mainly focussed on the direct behavioural changes following 
disturbance, whereas the longer-term impacts of disturbance are relatively unknown 
(Knowledge gap 2 in Chapter 1). Longer-term impacts of disturbance are hard to observe in the 
field, which makes It relevant to quantify their effect on energy budgets. For example, if animals 
avoid disturbed sites, in the field no disturbance responses will be observed, and seemingly there 
is no impact of disturbance. The most evident longer-term impact of disturbance is reduced space 
use of disturbed sites, which has been demonstrated for mammals and birds (e.g. Coppes et al., 
2017; Speziale et al., 2008). Most studies, however, do generally not consider that after a 
disturbance a ‘return delay’ causes an overall pattern of underutilization, even though animals 
do not actively avoid disturbed sites. In this thesis, the underlying behavioural mechanisms that 
cause underutilization of disturbed areas were studied, and it was demonstrated that for 
oystercatchers both a ‘return delay’ and active avoidance occurred (Chapter 5). More evidence 
that animals actively avoid locations with high levels of disturbance was found in this thesis for 
roost choice in oystercatchers, where a disturbed site was especially avoided in months when 
more tourists were present (Chapter 7). The avoidance of disturbed sites may negatively impact 
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energy budgets, for example if animals have to commute longer distances to foraging areas or 
roosting sites. It is therefore important that future studies attempt to quantify how commonly 
animals avoid disturbed sites, and what the impact of avoidance is on the energy budget. 
Similarly, an occasional single disturbance may increase movement distance in the longer-term 
(and thus also negatively impact the energy budget) if animals have to move back to their original 
site after being disturbed. This seems not the case for roosting oystercatchers in response to small 
disturbances (Chapter 6). However, the additional costs of returning to the original site are more 
likely to occur after heavy disturbances, where birds are forced to fly for longer distances to other 
areas. 

Another challenge for studying disturbance is that individuals within a species vary in 
how susceptible they are to disturbance, and previous studies had not considered how individual 
variation in time budgets impacts how vulnerable individuals and populations are for 
disturbance (Knowledge gap 3 in Chapter 1). Previous studies show that animals consistently 
differ in their disturbance response (Carrete and Tella, 2013), which may be caused by 
habituation or local adaptation (Cavalli et al., 2018) or by differences in personality (Sprau and 
Dingemanse, 2017). In this thesis, it was shown that not only how individuals respond, but also 
how individuals differ in their time budgets can make some individuals more vulnerable for 
disturbance than others (Chapter 9). Specifically, inefficient foragers that are time-limited may 
lack the time to compensate for the costs of disturbance. This mechanism is very relevant for 
oystercatchers since individuals vary greatly in their foraging time budget (Chapter 8) and are 
time-limited by the limited accessibility of tidal flats. The mechanism is also broadly applicable 
to any species with individual-variation in foraging time and also for species in which individuals 
are active at different times of the day (Hertel et al., 2017), since disturbance may limit 
individuals active during the day more than individuals active at night-time.  

Ultimately, an important goal for conservation is to minimize disturbance impacts on a 
population, and an important challenge is to quantify how costs of disturbance translate to fitness 
components and vital rates such as survival (Knowledge gap 4 in Chapter 1). It is important to 
realize that nature is also important for humans to use for recreation, as a food source (e.g. fishery 
in the Wadden Sea) and for other activities including providing a location for military exercises. 
Especially allowing recreation in nature is important for both our physical and mental health, but 
also to increase the support for nature conservation. For the Wadden Sea area, allowing people 
to experience nature while at the same time optimally protecting breeding and wintering birds is 
a priority for Birdlife Netherlands. Provided that human activities in natural areas are essential 
for our wellbeing, it is important for policy makers to know what amount of disturbance can be 
tolerated. The threshold level of disturbance at which vital rates in animal populations are 
negatively affected (which can be derived from predictions of population consequences of 
disturbance) can be used as guidelines for the maximum level of disturbance that can be tolerated 
in natural areas.    

An increasing number of studies focusses on how disturbance impacts populations. 
Empirical studies have focussed on how disturbance impacts reproduction (Phillips and 
Alldredge, 2000; White and Thurow, 1985) or survival (Dodd et al., 2006; Kerley et al., 2002), but 
it is often difficult to quantify impacts on survival empirically since effects are often subtle 
(especially in long-lived species) and it is hard to define clear groups of disturbed and non-
disturbed animals. Therefore, modelling approaches have been used to study how disturbance 
affects populations of waterbirds and shorebirds (Biermann, 2020; Collop, 2017; Stillman and 
Goss-Custard, 2010), and marine mammals (Farmer et al., 2018; Pirotta et al., 2018; Villegas-
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Amtmann et al., 2015). Although population models for shorebirds already exist for two decades, 
in this thesis for the first time a model is applied that assesses shorebird survival in the Wadden 
Sea and focusses on the impact of aircraft disturbance (Chapter 10).  

Our study shows that oystercatcher survival in the Wadden Sea is unlikely impacted by 
current levels of human disturbance (Chapter 10). This results shows that for oystercatchers 
behavioural responses do not necessarily translate in fitness consequence, even though 
disturbance (1) increases energetic costs due to birds taking flight, (2) cause a loss of foraging 
time due to birds responding to disturbance and (3) especially affects the most inefficient (and 
vulnerable) individuals.  An important consideration is that oystercatchers are not sensitive to 
disturbance, particularly aircraft disturbance, and other species may be more severely affected. 
Already in 1986, Visser noticed how oystercatchers are less sensitive as they react less to aircraft 
and resume their normal behaviour faster after being disturbed in comparison to other shorebird 
species. In addition, differences in foraging ecology among species may make some species more 
vulnerable than others. When applying an individual based model to seven shorebirds species in 
Poole Harbour, Collop (2017) found that survival of black-tailed godwits and bar-tailed godwits 
was likely to be affected even at low levels of disturbance, whereas survival of oystercatchers and 
curlews was predicted to not be affected even by high levels of disturbance. This highlights the 
need to further develop and apply models for a range of species also for the Dutch estuaries. 
 
Recommendations for managing aircraft disturbance 

Our in-depth research on the impacts of military aircraft exercises on shorebirds forms the basis 
for several guidelines on how disturbance can be minimized. Although aircraft disturbance 
typically does not impact the survival of wintering oystercatchers, it is still preferable to minimize 
disturbance where possible for three reasons. Firstly, some aspects of disturbance, for example 
the costs of increased stress responses and a potential lack of sleep, were not quantified in this 
research, but may have an additional impact on the birds. Secondly, the impact of disturbance on 
survival shows a large variation among winters (Chapter 10), and it is not possible to predict 
whether an upcoming winter will be mild or harsh. Thirdly, minimizing disturbance for 
oystercatchers will also contribute to reducing the disturbance impacts on other species, such as 
bar-tailed godwits for which disturbance may be more problematic.  

Our study focussed on the disturbance by military aircraft on the Cornfield Range 
situated on the Vliehors, where the effects of exercises with jet fighter proved to be minimal, 
consistent with previous studies in the Wadden Sea (Smit and Visser, 1993). Therefore, reducing 
the overall number of jet exercises on the Cornfield range will hardly lower the disturbance 
impact there. However, there are two situations in which jet fighter exercises do have a 
considerable impact (Chapters 2-3). Firstly, birds do respond strongly when explosive bombs 
are deployed, which is not surprising given the shockwave and high sound levels accompanying 
explosions. Secondly, jet fighters cause more disturbance when they approach targets with very 
high water levels. With such high water levels, the area of exposed sandflats is limited and 
shorebirds are forced to roost closer to the targets, meaning that they are more easily disturbed. 
Other aircraft than jet fighters, namely helicopters and, especially, transport airplanes cause 
more disturbance (Chapters 2-3). Transport airplane exercises should be limited as much as 
possible, and the number of exercises should never exceed 10 exercises per year, since our model 
predicts that such frequency has the potential to impact winter survival of oystercatchers. 

A way of minimizing disturbance while maintaining a similar number of military 
exercises could be to avoid performing exercises when birds are more vulnerable, for example 
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during the breeding season. However, it is uncertain whether concentrating exercises in specific 
seasons would reduce the overall disturbance impact. For example, one might consider to limit 
military training exercises during the breeding season to reduce disturbance of endangered bird 
species that breed in the area, including little terns (Sternula albifrons) and Kentish plovers 
(Charadrius alexandrines). However, the majority of birds that rely on the military training area 
are migratory and wintering shorebirds, and exercises during the non-breeding season thus have 
the potential to disturb larger numbers of birds than during the breeding season. Also, 
environmental conditions are generally harsher in winter, which may be another reason to limit 
exercises in winter rather than in summer. A careful evaluation of bird species and bird numbers 
that are affected in the breeding season and in the winter season is needed to make a well-
informed choice on whether to limit aircraft exercises in a specific season. 

A similar dilemma exists when considering to perform aircraft exercises during either 
low tide or high tide. At first glance, exercises during low tide may be less harmful to birds, since 
foraging areas are further away from the training area in comparison to roosting areas, and thus 
aircraft will likely disturb fewer birds during low tide. However, if disturbed, there is a two-fold 
cost for birds during low tide: Not only do they lose energy because they have to take flight, but 
they also lose foraging time (while during high tide no potential foraging time is lost after 
disturbance). We showed that a loss of foraging time due to disturbance may be problematic for 
time-limited inefficient birds that have limited ability to compensate for disturbance. Important 
additional data that would help making a well-informed decision is how shorebirds distribute 
over the intertidal flats during low tide, since this would reveal how many foraging birds are 
likely to be affected by military aircraft exercises. Although the model (Chapter 10) predicts the 
distribution of foraging birds at low tide, preferable field data would be collected to validate 
whether the predictions are accurate.  

Finally, another important consideration is how the impact of aircraft disturbance 
differs from the impact of anthropogenic disturbance source on land. Naturally, aircraft are fast 
and fly over at a certain height, without long-term occupation of space on land. In contrast, 
disturbance sources on land can stay on one location, thereby forcing birds to move away to other 
areas. Maybe disturbances on land have a larger potential to cause local population declines 
(Martín et al., 2015). We found that due to the low levels of anthropogenic disturbances from land 
sources, overall disturbance levels in the military training area on the Vliehors are relatively low 
(Chapter 3). The use as a military training site implies that the area is difficult to access for 
tourists, and hence disturbances by walkers or land vehicles are rare. Actually, most of the time 
the military training area is a deserted sand flat, where peregrine falcons are the only cause of 
shorebird disturbance. An interesting case study is the Noordsvaarder, a sandflat on Terschelling 
and former military training area. The impact of military aircraft exercises was larger when also 
walkers were present, possibly because birds perceived more danger from the two disturbance 
sources combined (Visser, 1986). After the ‘Jackpot Range’ on the Noordsvaarder was closed in 
1996 for military aircraft exercises, the area became more accessible for tourists and recreation 
has increased. The increased number of walkers has also caused an increase of shorebird 
disturbance (George Visser, personal communication). For the military training area on Vlieland, 
in order to maintain relatively low disturbance levels, it is thus not only important to minimize 
the impact of aircraft, but also to not improve the accessibility of the area for tourists. 
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Future outlook 

The rapidly advancing technology for animal and human tracking promises that we can study the 
impacts of disturbance on animals in even more detail in the future. These technologies should 
be applied in disturbance research to address how disturbance impacts vary among individuals 
that differ in their behaviour and personality. This can be achieved by combining the use of 
tracking techniques with field experiments. A relevant experimental setup is to disturb the same 
individuals repeatedly (preferably by a novel disturbance source) to study whether individuals 
differ in their ability to habituate and in their avoidance behaviour. Besides individual variation 
in disturbance responses and foraging time (Chapter 9), variation in whether individuals can 
habituate may be an important predictor of the population consequences of disturbance.  

Another future step is to identify areas that are underutilized by animals due to 
disturbance at a large scale. By combining data on bird counts with data on food availability, sites 
can be detected that are potentially underutilized by birds (van der Hut et al., 2014). By 
comparing these sites with maps of disturbance impacts (Chapter 2), it can be determined 
whether underutilization is caused by disturbance. This approach can especially help policy 
makers to decide at which sites levels of disturbance should be lowered. 

For the military training area on Vlieland specifically, it should not be definitively 
concluded that military exercises do not have any impact on bird populations in general. Future 
studies should focus on how shorebirds are distributed and affected by disturbance during low 
tide (which is harder to observe in the field than high tide disturbance), and focus on smaller-
sized shorebird species, since they may be more affected by disturbance than oystercatchers. A 
suitable species for a follow-up study is the knot (Calidris canutus), which is a well-studied wader 
for which a detailed tracking system is currently operational in the Wadden Sea (Bijleveld et al., 
2016). 

Ultimately, we want to minimize our impact on nature while at the same time allowing 
essential human nature activities such as recreation. Disturbance research is needed to define 
borders and effective conservation measures. This thesis has developed new methodologies (e.g. 
the quantification of disturbance impacts at a large scale) and new theories (e.g. inefficient and 
time-limited individuals are more likely to lose condition upon disturbance), which both advance 
the field of disturbance research and provide useful insights for nature managers. Overall, 
oystercatchers seem not to be hindered by disturbance in the large majority of winters, and 
disturbance in winter is likely not an important contributor to the current population decline. 
Not all species, however, may be able to cope that well with human presence. Continuing to 
quantify and monitor disturbance impacts on animal populations is therefore important in the 
coming decades, which together with nature restoration will result in preserving earths 
biodiversity.  
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Summary 

Protected areas worldwide are disturbed by the presence of recreational activities, human 
transportation and other anthropogenic activities. Human disturbance can result in 
redistribution of wildlife or reduce fitness by impacting reproduction success or survival, thereby 
lowering carrying capacities of a natural area. It is therefore important to monitor and quantify 
the impacts of human disturbance on wildlife populations, as a basis to define effective measures 
and minimizing our impact on biodiversity. 

This thesis aims to quantify the behavioural responses, longer-term effects and 
population consequences of disturbance for wintering Eurasian oystercatchers (Haematopus 

ostralegus) in the Dutch Wadden Sea, and thereby conceptually develop the broader field of 
disturbance ecology. This research is part of the CHIRP (Cumulative Human Impact on biRd 
Populations) project, which has the overall goal to quantify the cumulative impact of all potential 
human pressures on reproductive success and survival of oystercatchers in the Netherlands. 
Oystercatchers are a relevant model system since a lot is known about their behaviour and 
population dynamics, while they are also an ecologically relevant study system since disturbance 
is one of the potential causes of the current population decline. There is a special focus on aircraft 
disturbance, since (compared to other disturbance sources) little is known on how aircraft impact 
animals. Using a combination of GPS tracking, field observations and modelling approaches, this 
thesis advances the field in four main fields that address current knowledge gaps in disturbance 
research (Chapter 1): (1) Predicting costs of disturbance at large spatiotemporal scales 
(Chapters 2-4), (2) quantify longer-term impacts of disturbance (opposed to quantifying only 
immediate escape responses) (Chapters 5-7), (3) studying how individual variation in foraging 
time budgets affects how animals are impacted by disturbance (Chapters 8-9) and (4) quantify 
whether disturbance is likely to reduce winter survival using a modelling approach (Chapter 10). 

In order to quantify the costs of disturbance at a large spatiotemporal scale, the costs of 
disturbance were first studied in detail locally on the island Vlieland, where disturbance by 
military aircraft exercises and small civil airplanes occurs. By simultaneous tracking 
oystercatchers and aircraft, distance-response relationships of disturbance were quantified for 
five different aircraft activities (Chapter 2). Flight probability and displacement responses 
differed strongly among aircraft activities and decreased from transport aeroplanes, through 
bombing jets, helicopters, jets to small civil airplanes. Transport airplane caused mass-responses 
and disturbed birds from over 10 km away, whereas jets hardly caused any disturbance at all. 
These results derived from GPS tracking were confirmed by field observations on high tide roost, 
where disturbances by all disturbance sources were recorded for four shorebird species 
(Chapter 3). At high tide roosts, curlews and, especially, bar-tailed godwits are more sensitive to 
(aircraft) disturbance than oystercatchers and gulls. Interestingly, birds of prey caused birds to 
take flight as often as anthropogenic disturbance sources on the high tide roosts on Vlieland. 

Using distance-response curves of disturbance, the complete aircraft disturbance 
landscape was quantified for Vlieland, where the costs were expressed in the additional daily 
energy expenditure due to taking flight due to aircraft disturbance (Chapter 2). Since the most 
disturbing aircraft activities were also the rarest ones, mean predicted additional daily energy 
expenditure was low and did not exceed 0.25% in the military training area. On days with heavy 
disturbances, e.g. by transport airplanes, however, additional daily energy expenditure peaked 
up to 10%. For small civil airplanes, disturbance costs were quantified for the whole Dutch 
Wadden Sea. This revealed that daily energy expenditure increased due to civil airplanes by less 
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than 0.1% at 90% of high tide roost sites (and did not exceed 1% at any site), meaning that costs 
of small civil airplanes throughout the Wadden Sea are likely limited.  

In areas where disturbance sources are frequent, only the most tolerant individuals may 
remain or animals may become habituated, leading to reduced responses towards disturbance 
source presence over time. For shorebirds, we indeed found a strong correlation between aircraft 
overflight frequency and the probability that birds take flight upon aircraft overflight (Chapter 

4). It is important to take into account that tolerance depends on the frequency of occurrence of 
disturbance sources when predicting costs of disturbance at a large spatiotemporal scale. 
Specifically, including frequency-dependent tolerance in the predicted costs of small civil 
airplanes in the whole Dutch Wadden Sea (as was done in Chapter 2) smoothened the 
predictions, lowering predicted costs in areas with high frequency of aircraft overflights and 
increasing the predicted costs in areas where aircraft are rare. 

The second part of the thesis focusses on the longer-term impacts of disturbance on 
space use and movement. Impacts on space use were quantified by studying the spatiotemporal 
extent of underutilization of the military area following aircraft disturbances (Chapter 5). 
Longer-term effects of regular jet exercises were non-apparent. Space use in the military area 
was reduced up to 37% in the first day following helicopters, bombing and transport airplane 
exercises. Although birds avoided the military training area after military exercises, they 
returned within one day to the military training area because they showed overall high site 
fidelity. Hereby, this study uniquely showed that site fidelity and active avoidance combined 
determine underutilization, a realization that was missing from the literature thus far.  

The impact of small disturbances on the total high tide travel distance was studied in 
Chapter 6. Small disturbances caused birds to displace on average 200 meter and increased the 
total high tide displacement distance with an equivalent amount. There was no indication that 
birds ‘compensated’ for flight costs by displacing to locations where they were already planning 
to move to (i.e. then disturbance would not increase the total high tide travel distance), but also 
no indication that there were hidden costs if birds would fly back to their original location later 
(i.e. disturbance would add double the direct displacement response to the total high tide travel 
distance). Thus, in this specific case, longer-term impacts of disturbance on movement were 
equivalent to displacement due to the immediate flight response. 

Ultimately, animals may completely avoid disturbed sites. If individuals avoid sites with 
high levels of disturbance, this results in lowered responses (since only tolerant individuals stay), 
while there may be large implications for the energetic budget. We show in Chapter 7 that non-
breeding oystercatchers in the tourist season choose to roost on an undisturbed roost site and 
avoid a disturbed roost site (likely due to the high number of tourists), and thereby have to fly 
many more kilometres daily, which increases their daily energy expenditure substantially (3.4%).  

The third part of the thesis focusses on how individual variation in foraging time alters 
the impacts of disturbance. Individual oystercatchers specialize in different prey species and vary 
in their foraging efficiency. Using GPS trackers, we showed that individuals oystercatchers vary 
largely in their foraging time and also in when they forage (Chapter 8). For example, individuals 
that specialize on soft-bodied prey and soft-shelled shellfish allocated more foraging time to day-
time low tides. Since individuals differ in when they forage, this may make them differentially 
vulnerable for threats as disturbance and sea level rise. We then introduce a novel hypothesis 
that the amount of individual variation in foraging time alters how disturbance impacts 
populations, since inefficient individuals (that spend more time foraging) have less spare time to 
compensate for disturbance compared and are more likely to be negatively affected following 
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disturbance (Chapter 9). We confirm our hypothesis using empirical data of disturbances by 
transport airplanes, showing that inefficient individuals lost more foraging time than efficient 
individuals and experienced overall higher costs. We used a mathematical model to illustrate how 
the amount of individual variation in foraging efficiency (and thus variation in foraging time) 
determines the proportion of a population that is vulnerable to lose condition by disturbance.   

In the fourth and final part of this thesis, the measured behavioural responses to 
disturbance were integrated in an individual-based model to assess the impacts of disturbance 
on survival. In order to quantify population impacts, it is needed to translate energetic costs and 
behavioural changes caused by disturbance to vital rates, while accounting for environmental 
conditions that may modify the impact. The impact of disturbance on oystercatcher winter 
survival were assessed using an individual-based model, that simulated individual variation, 
flight costs and foraging time loss due to disturbance, and realistic weather conditions and food 
availability that determine how well oystercatchers can compensate for disturbance (Chapter 

10). Aircraft disturbance on Vlieland causes an increase in foraging time but does typically not 
impact winter survival since the birds have sufficient time to compensate for the costs of 
disturbance. To determine how likely overall disturbance levels (not only aircraft) are to lower 
survival, 576 realistic winter seasons with unique combinations of weather conditions and food 
availability were simulated. Current levels of disturbance do not have an impact in most winters, 
but in one out of twelve winters disturbance may cause an increase in mortality. The winters in 
which mortality is affected are the winters with little food availability and harsh weather, 
meaning that the ability for oystercatchers to compensate for disturbance is limited.  

Chapter 11 synthesizes the contribution of this thesis for disturbance research and 
nature conservation. This thesis has developed new methodologies (e.g. the quantification of 
disturbance impacts at a large scale) and new theories (e.g. inefficient and time-limited 
individuals are more likely to lose condition upon disturbance), which both advance the field of 
disturbance research and provide useful insights for nature managers. Future developments in 
animal (and disturbance source) tracking can increase our understanding of how disturbance 
impacts wildlife, and it is recommended that future studies focus especially on how individual 
variation alters disturbance impacts. Specifically, it is largely unknown how individuals differ in 
their ability to habituate to disturbance or in their avoidance behaviour, whereas such variation 
is important in predicting the impact of disturbance on a population. Overall, oystercatchers seem 
not to be hindered by disturbance in the large majority of winters, and disturbance in winter is 
likely not an important contributor to the current population decline. Still, where possible 
disturbance should be limited, to reduce the probability that there is any impact on the 
population even in harsh winters. Also, it must be taken into account that oystercatchers are 
relatively insensitive to disturbance, and disturbance may have a larger impact on other species. 
Measures to reduce disturbance impacts for oystercatchers will also benefit other species. For 
aircraft exercises at Vlieland, this research suggests that aircraft exercises at extreme high tides 
should be avoided and that exercises with transport airplanes should be limited as much as 
possible. In the future, our approach to quantify disturbance impacts at large spatiotemporal 
scales can be combined with data on food availability and animal distributions to identify which 
areas are avoided by animals due to disturbance, an effect that we have shown can negatively 
impact the energy budget more than direct disturbances. Such an approach could ultimately lead 
to precisely pinpointing locations where disturbance should be limited, thereby optimally 
profiting animal populations, while at the same time allowing nature access for human activities 
such as recreation.  
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Nederlandse samenvatting 

Wereldwijd staan beschermde gebieden onder druk door verstoring van toeristen en andere 
menselijke activiteiten. Menselijke verstoring kan een negatief effect hebben op de verspreiding 
en overleving van dieren, en uiteindelijk populaties aantasten of de draagkracht van 
(natuur)gebieden verminderen. Het is daarom belangrijk dat de effecten van verstoring 
gemonitord en gekwantificeerd worden om dieren in gebieden met menselijke activiteiten beter 
te kunnen beschermen. 

 Dit proefschrift heeft als doel om de directe effecten, lange-termijn effecten en 
populatie-effecten van verstoring op overwinterende scholeksters (Haematopus ostralegus) te 
kwantificeren in de Waddenzee, en tegelijkertijd ook het onderzoeksgebied naar verstoring 
conceptueel verder te ontwikkelen. Dit onderzoek is onderdeel van het onderzoeksproject CHIRP 
(Cumulative Human Impact on biRd Populations), dat als doel heeft om de impact van alle 
menselijke factoren op de scholeksterpopulatie te kwantificeren.  

De scholekster is een uitstekende soort om de effecten van verstoring te onderzoeken 
omdat er al veel bekend is over het gedrag en populatiedynamica van scholeksters. Tegelijkertijd 
is er een belang om te onderzoeken of verstoring één van de factoren is die ervoor zorgt dat de 
populatie achteruit gaat. Dit proefschrift focust in het bijzonder op vliegtuigverstoring, omdat 
hierover nog relatief weinig bekend is. Het proefschrift is opgedeeld in vier delen die vier 
kennislacunes in de huidige literatuur over verstoring invullen (Hoofdstuk 1): (1) Het 
kwantificeren van de impact van verstoring op grote ruimtelijk-temporele schaal 
(Hoofdstukken 2-4), (2) het kwantificeren van effecten op langere termijn (Hoofdstukken 5-

7), (3) onderzoeken hoe individuele variatie in foerageertijd de gevoeligheid van een individu 
voor verstoring beïnvloedt (Hoofdstukken 8-9) en (4) het kwantificeren van de impact van 
verstoring op winteroverleving van scholeksters (Hoofdstuk 10).  

Om de impact van verstoring op grote ruimtelijk-temporele schaal te kwantificeren is 
verstoring eerst in detail lokaal onderzocht op het militaire oefenterrein op Vlieland waar 
verstoring optreedt door militaire en civiele vliegtuigen. Door zowel scholeksters als vliegtuigen 
met GPS systemen te tracken konden afstand-respons relaties berekend worden voor vijf 
vliegtuigtypen, waarbij de verstoringskans en vliegafstand van scholeksters is uitgezet tegen de 
afstand en hoogte waarop vliegtuigen overvlogen (Hoofdstuk 2). Deze relaties toonden aan dat 
de kans dat scholeksters opvlogen het grootst was bij het overvliegen van een transportvliegtuig, 
minder bij straaljagers die explosieve bommen afwierpen, helikopters, straaljagers die schoten 
of dummy-bommen afwierpen en het laagst bij overvluchten van kleine sportvliegtuigjes. 
Transportvliegtuigen veroorzaakten massale verstoringen waarbij vogels zelfs op een afstand 
van 10 km verstoord werden, terwijl straaljagers en sportvliegtuigen slechts incidenteel voor 
kleine verstoringen zorgden. Vergelijkbare resultaten werden gevonden bij een studie waar 
hoogwatervluchtplaatsen langdurig in het veld geobserveerd werden, waarbij voor vier 
vogelsoorten alle verstoringen genoteerd werden (Hoofdstuk 3). Uit deze veldobservaties bleek 
wel dat wulpen (Numenius arquata) en vooral rosse grutto’s (Limosa lapponica) gevoeliger zijn 
voor vliegtuigverstoring dan scholeksters.  

Door de afstand-respons relaties te koppelen aan een dataset met alle vliegtuigtracks 
kon het complete verstoringslandschap voor vliegtuigtypen voor het gebied rond Vlieland in 
kaart gebracht worden (Hoofdstuk 2). Omdat zeer verstorende vliegtuigen zeldzaam zijn, en de 
meest voorkomende vliegtuigen weinig verstoring veroorzaken, zijn de algehele kosten van 
vliegtuigverstoring voor scholekster laag, gemiddeld maximaal 0,25% extra energetische kosten 
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per dag. Het gaat hier om een gemiddelde over alle dagen, en op dagen met zeer verstorende 
vliegtuigactiviteiten kunnen de kosten oplopen tot 10% de normale energetische uitgaven van 
scholeksters. Eenzelfde analyse kon gedaan worden voor de hele Waddenzee voor 
sportvliegtuigjes, waaruit bleek dat sportvliegtuigjes op 90% van de hoogwatervluchtplaatsen 
een klein effect hebben van gemiddeld minder dan 0,1% extra energetische uitgaven.  

Wanneer er in een gebied veel verstoring is zou dit er toe kunnen leiden dat vogels 
habitueren of dat gevoelige vogels het verstoorde gebied gaan vermijden. Beide processen 
hebben als gevolg dat vogels in gebieden waar verstoringsbronnen algemeen voorkomen relatief 
weinig reactie vertonen. Voor Wadvogels is er inderdaad een sterke correlatie tussen hoe vaak 
een vliegtuigtype in een gebied overvliegt en de kans dat wadvogels erdoor verstoord worden 
(Hoofdstuk 4). Het is belangrijk om voor dit effect te corrigeren wanneer de effecten van 
verstoring in kaart worden gebracht voor grote gebieden. Voor de voorspelde kosten van 
verstoring door sportvliegtuigjes in de Waddenzee (Hoofdstuk 2) betekent de sterke correlatie 
tussen vliegtuigfrequentie en verstoringskans dat het verstoringslandschap meer uniform wordt, 
met (in vergelijking met een scenario zonder relatie tussen vliegtuigfrequentie en 
verstoringskans) relatief hogere energetische kosten op plekken waar weinig vliegtuigen 
overvliegen en relatief lagere energetische kosten op plekken waar veel vliegtuigen overvliegen. 

Het tweede deel van het proefschrift onderzoekt de effecten van verstoring op de 
verspreiding en beweging van scholeksters op de langere termijn. Als eerste is de impact van 
verstoring door militaire vliegtuigen op terreingebruik onderzocht (Hoofdstuk 5). Straaljagers 
die geen explosieve bommen afwierpen hadden geen invloed op het terreingebruik van 
scholeksters. Oefeningen met helikopters, het afwerpen van explosieve bommen door 
straaljagers en oefeningen met transportvliegtuigen zorgden er wel voor dat scholeksters in de 
eerste dag na verstoring tot 37% minder gebruik maakten van het gebied met een straal van 3 
km rond het middelpunt van het oefenterrein. Hoewel vogels de dag na verstoring het militaire 
oefenterrein deels vermeden, waren de meeste vogels erg plaatstrouw en daardoor na een dag 
weer teruggekeerd in het gebied. In deze studie toonden we aan dat zowel de mate van 
plaatstrouwheid als ook of vogels actief verstoorde gebieden vermijden belangrijk zijn voor het 
bepalen of en in welke mate verstoorde gebieden onderbenut worden. 

In Hoofdstuk 6 wordt onderzocht of kleine verstoringen tijdens hoogwater ervoor 
zorgen dat de totale afstand die scholeksters tijdens de hele hoogwaterperiode afleggen 
toeneemt. Na kleine verstoringen verplaatsen scholeksters gemiddeld 200 meter, en neemt ook 
de totale afstand die wordt afgelegd tijdens hoogwater met eenzelfde orde toe. Er was in deze 
studie dus geen indicatie dat scholeksters compenseren voor verstoringen (door naar plekken te 
vliegen waar ze al van plan waren naar toe te gaan), maar ook niet dat er verborgen dubbele 
kosten zijn van verstoring (als vogels een tijdje na een verstoring weer terug moeten vliegen naar 
de oorspronkelijke locatie). 

Als er teveel verstoring is kunnen dieren uiteindelijk verstoorde plekken permanent 
gaan vermijden, wat grote gevolgen kan hebben voor het energiebudget. In Hoofdstuk 7 wordt 
aangetoond dat scholeksters tijdens de piekmaanden voor recreatie in de Waddenzee een 
verstoorde hoogwatervluchtplaats (Westerseveld) vermijden en kiezen om te overtijen op de 
voor het publiek afgesloten zandplaat Richel. Dit impliceert dat scholeksters vanaf de 
foerageergebieden verder moeten vliegen naar de hoogwatervluchtplaats, wat grote extra 
energetische kosten tot gevolg heeft. 

Het derde deel van dit proefschrift toont aan hoe individuen die verschillen in 
foerageertijd ook verschillen in hoe gevoelig ze zijn voor verstoring. Individuele scholeksters 
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specialiseren zich in het eten van bepaalde prooien en verschillen sterk van elkaar in hoe efficiënt 
ze foerageren. Door scholeksters te zenderen werd aangetoond dat dit vertaalt in een grote 
variatie in hoe lang en waar scholeksters foerageren (Hoofdstuk 8). Scholeksters die 
specialiseren in het eten van zachte prooidieren foerageren bijvoorbeeld meer overdag. De 
verschillen in foerageergedrag zouden sommige vogels meer of minder gevoelig kunnen maken 
voor klimaatverandering of verstoring. We voorspelden dat vogels die langer foerageren omdat 
ze minder efficiënt zijn meer last zouden hebben van verstoring omdat ze minder ‘vrije tijd’ 
hebben waarin ze voor de kosten van verstoring kunnen compenseren (Hoofdstuk 9). Inderdaad 
verliezen scholeksters die normaal het langst foerageren meer foerageertijd en daardoor meer 
energie na verstoringen van transportvliegtuigen dan scholeksters die efficiënt zijn en gemiddeld 
maar kort hoeven te foerageren. Voor populatieonderzoek is het daarom belangrijk om rekening 
te houden met de verdeling van foerageerefficiënties binnen een populatie: Hoe meer individuen 
gelimiteerd zijn in de tijd die ze hebben om te compenseren voor verstoring, hoe groter de impact 
van verstoring op een populatie zal zijn. 

In het vierde en laatste deel van dit proefschrift worden de gemeten effecten van 
verstoring geïntegreerd in een individu-gebaseerd model om de impact van verstoring op 
winteroverleving van scholeksters door te rekenen. Om effecten op overleving te kwantificeren 
moet rekening gehouden worden met het beschikbare voedsel en de weersomstandigheden, 
omdat die bepalen hoe makkelijk scholeksters voor de extra kosten van verstoring kunnen 
compenseren. Het gebruikte model simuleerde realistische variatie tussen individuen, 
vliegkosten en verlies van foerageertijd door verstoring, realistische weersomstandigheden en 
gemeten voedselaanbod (Hoofdstuk 10). Het model voorspelt dat militaire vliegtuigverstoring 
zorgt voor een kleine toename in foerageertijd, maar niet zorgt voor extra wintersterfte omdat er 
voldoende tijd is voor de vogels om voor de kosten van verstoring te compenseren. Met het model 
werd ook berekend hoe waarschijnlijk het is dat algehele verstoringsniveaus (hypothetische 
verstoring die alle vogels beïnvloedt en niet zoals bij militaire vliegtuigverstoring uitsluitend op 
de Vliehors) zorgen voor extra wintersterfte. Hieruit bleek dat in één uit twaalf winters (vooral 
winters met een combinatie van streng weer en lage voedselbeschikbaarheid) de huidige 
verstoringsdruk zou leiden tot extra wintersterfte.  

Hoofdstuk 11 synthetiseert de bijdrage van dit proefschrift aan verstoringsonderzoek 
en natuurbescherming. In dit proefschrift zijn nieuwe methodes en theorieën beschreven om de 
impact van verstoring te begrijpen en kwantificeren, die nuttig zijn voor zowel onderzoekers als 
natuurbeschermers. Verstoring in de Waddenzee lijkt geen belangrijke verklaring te zijn voor de 
achteruitgang van de populatie scholeksters. Toch moet er ingezet worden om verstoring zoveel 
mogelijk te beperken, om ook de kans dat er een effect is in strenge winters zo klein mogelijk te 
maken. Ook moet er rekening gehouden worden met dat andere soorten wadvogels gevoeliger 
zijn voor verstoring dan scholeksters.  

Uit het onderzoek in dit proefschrift volgen diverse aanbevelingen om 
vliegtuigverstoring op de Vliehors te minimaliseren. Oefeningen met transportvliegtuigen 
veroorzaken veel verstoring en moeten zoveel mogelijk beperkt worden en in ieder geval nooit 
10 oefeningen per jaar overschrijden. Het is aan te bevelen om oefeningen met helikopters en 
straaljagers niet uit te voeren met extreem hoge waterstanden, omdat vogels dan slechts op een 
klein deel van de Vliehors kunnen rusten en de kans op verstoring daardoor groter is. Het is niet 
zeker of oefenen met laagwater minder effect heeft dan oefeningen tijdens hoogwater. Hoewel de 
vogels tijdens laagwater verder weg zitten, heeft verstoring tijdens laagwater behalve 
energetische kosten ook als gevolg dat foerageertijd verloren gaat. Ook is het onzeker hoe het 
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effect van oefeningen tijdens het broedseizoen zich verhoud tot oefeningen tijdens het 
winterseizoen. Een analyse van het voorkomen en de verspreiding van een groot aantal 
vogelsoorten op de Vliehors met laag- en hoogwater en in de verschillende seizoenen kan 
bovenstaande vragen beantwoorden. Tenslotte is het aan te raden om de toegang van de Vliehors 
voor toeristen beperkt te houden. De Vliehors is een ruim gebied waar nu nauwelijks verstoring 
is van wandelaars, fietsers en auto’s doordat het moeilijk toegankelijk is. Wanneer landrecreatie 
toeneemt zal ook de verstoringsdruk voor vogels in het gebied toenemen.  

In de toekomst kunnen de methodes in dit proefschrift verder ontwikkeld en breder 
toegepast worden. In het bijzonder zijn er kansen om kaarten van het verstoringslandschap te 
combineren met informatie over voedselbeschikbaarheid en de verspreiding van vogels. Op die 
manier kunnen in groot detail locaties geïdentificeerd worden die onderbenut worden door 
vogels als gevolg van verstoring, en kunnen maatregelen om verstoring te beperken lokaal en 
doeltreffend genomen worden. Op die manier worden natuur en vogelpopulaties optimaal 
beschermd en blijft de natuur tegelijkertijd waar het kan toegankelijk voor gebruikers.  
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